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Abstract

Optimal control problems governed by semilinear elliptic partial differential equations are
considered. No Cesari-type conditions are assumed. By proving an existence theorem and
the Pontryagin maximum principle of optimal “state-control” pairs for the corresponding
relaxed problems, we establish an existence theorem of optimal pairs for the original
problem.

1. Introduction

It is well-known to researchers working in optimal control theory that to guarantee
the existence of (classical) optimal pairs we need a Cesari-type condition, which is
a natural generalisation of optimal control problems with linear state equations and
convex cost functionals. Many results are available along these lines. We refer the
reader to the books by Berkovitz [3], Cesari [5] and Li and Yong [11] for further detail.

When these types of conditions are no longer satisfied, measure-valued controls
(that is, randomising controls), called “relaxed controls”, are introduced. Other
names have been used in the literature for relaxed controls such as “sliding regimes”
(Filippov [7]), “generalised controls” (Gamkrelidze [8]), “relaxed curves” (Warga
[18]), and “generalised curves” (Young [22]). Here we adopt the name “relaxed
control” (McShane [13]) since it is more frequently used among mathematicians
working in control theory. For finite-dimensional control systems, relaxed controls
have been systematically studied. We refer the reader to the books of Gamkrelidze
[8], Berkovitz [3] and Warga [20] for details. For infinite-dimensional systems, most
results are concerned with linear or semilinear evolution systems. Among them, we
mention the works by Ahmed [1], Fattorini [6] and Papageorgiou [16].
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By relaxation, the space of admissible controls is extended to a larger space and both
control system and cost functional are convexified. There are at least three advantages
in considering relaxed controls. First, after relaxation, the existence theorem and the
necessary conditions of optimal relaxed control follow easily under relatively weak
hypotheses. Next, when the classical control problem (that is, non-relaxed problem)
admits no optimal control, optimal relaxed control provides a method to construct
approximate optimal controls since under suitable conditions, any relaxed control can
be approximated by classical controls. For infinite-dimensional systems, especially
for evolution systems, the above two aspects have been carefully investigated by many
researchers. The third advantage is that when an optimal relaxed control is a Dirac
measure almost everywhere, then it essentially becomes a classical optimal control,
that is, in the non-relaxed sense (see Section2 for details). Thus research on optimal
relaxed control also gives the possibility of seeking classical optimal controls (see
Balder [2], Neustadt [15] and Suryanarayana [17], for examples).

The main purpose of this paper is to establish an existence theorem for some systems
governed by semilinear elliptic equations without assuming Cesari-type conditions.
To this end, we first establish existence and the Pontryagin maximum principle for
optimal relaxed controls. Under suitable assumptions, we can prove that an optimal
relaxed control is supported at a single point almost everywhere. Thus it must be an
optimal control for the classical non-relaxed problem.

2. Classical and relaxed controls

The (classical) control system we consider in this paper is


−
n∑

i; j =1

@

@xi
.ai j .x/

@y

@xj
.x// = f .x; y.x/;u.x//; in �;

y|@� = 0;

(2.1)

with the cost functional being

J.u.·// =
∫
�

f 0.x; y.x/;u.x//dx; (2.2)

wherey.·/ is the state corresponding to controlu.·/ satisfying (2.1).
We pose the following assumptions.

(S1) � is a bounded region inRn with a C1;1 boundary@�, andU is a compact
metric space.
(S2) ai j .·/ ∈ C.�̄/, ai j = aji and for some½ > 0,

∑n
i; j =1 ai j .x/¾i ¾ j ≥ ½|¾ |2,

∀¾ ≡ .¾1; ¾2; : : : ; ¾n/ ∈ Rn, x ∈ �.
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(S3) f : � × R × U → R is Borel measurable in.x; y;u/ ∈ � × R × U and
continuous in.y;u/ ∈ R × U for almost allx ∈ �, fy.x; y;u/ ≤ 0, ∀.x; y;u/ ∈
�×R×U . Moreover, for anyR> 0, there exists anMR > 0 such that| f .x; y;u/|+
| fy.x; y;u/| ≤ MR, ∀.x;u/ ∈ �× U , |y| ≤ R.
(S4) f 0 : �×R× U → R is Borel measurable in.x; y;u/ and lower semicontin-

uous in.y;u/ for almost allx ∈ �. Moreover, for anyR> 0, there exists anKR > 0
such thatf 0.x; y;u/ ≥ −K R, ∀.x;u/ ∈ �× U , |y| ≤ R.

DenoteUad, {v : � → U | v measurable}. Our (classical) optimal control problem
is as follows.

PROBLEM (C). Find aū.·/ ∈ Uad such that

J.ū.·// = inf
u.·/∈Uad

J.u.·//: (2.3)

Any ū.·/ satisfying (2.3) is called an optimal control. For convenience, we call it
a classical optimal control. It is well-known that optimal control of Problem(C) may
fail to exist unless further suitable Cesari-type conditions are imposed on. f 0; f /.

EXAMPLE 1. Let U = [−1;1],� = .−1;1/,{
−y′′.x/ = u.x/; in �;

y|@� = 0;
(2.4)

J.u.·// =
∫ 1

−1

{y2.x/− u2.x/} dx:

Then there is nōu.·/ ∈ Uad such thatJ.ū.·// = infu.·/∈Uad J.u.·//. To see this, for
j = 1;2; : : : , we chooseu j .·/ as follows:

uj .x/ =
{

1; |x| ∈ [k= j; .2k + 1/=.2 j /]; k = 0;1;2; : : : ; j − 1;

−1; otherwise;

and letyj .·/ be the solution of (2.4) corresponding touj .·/. We haveyj ∈ C1;Þ[−1;1],
∀Þ ∈ .0;1/, and it is an even function. Thereforey′

j .·/ is odd andy′
j .0/ = 0.

Consequently, by the definition ofuj .·/, we have

|y′
j .x/| = −y′

j .|x|/ =
∫ |x|

0

uj .¾/d¾ ≤ 1

2 j
:

Hence, noting thatyj .−1/= yj .1/=0, we have|yj .x/| = |yj .|x|/− yj .1/| ≤ 1=.2 j /.
Then

−2 ≤ J.uj .·// =
∫ 1

−1

{y2
j .x/− u2

j .x/} dx ≤ 2

.2 j /2
− 2:



118 Hongwei Lou [4]

Consequently infu.·/∈Uad J.u.·// = −2. Now, letū.·/ ∈ Uad such thatJ.ū.·// = −2.
Let ȳ.·/ be the state corresponding toū.·/. Then|ū.x/| = 1 and ȳ.x/ = 0, a.e. on
[−1;1]. The second relation yields̄u.x/ = 0, a.e. on[−1;1], contradicting the first
relation. Thus there is nōu.·/ ∈ Uad such that

J.ū.·// = −2 = inf
u.·/∈Uad

J.u.·//:

Now let us introduce a condition of Cesari-type.

DEFINITION 2.1. LetY be a Banach space and.Z;d/a metric space. Let3 : Z→2Y

be a multifunction. We say3 possesses the Cesari property atz0 ∈ Z, if⋂
Ž>0

co3.OŽ.z0// = 3.z0/;

wherecoD is the closed convex hull ofD, OŽ.z0/ ≡ {z ∈ Z | d.z; z0/ < Ž}, and
3.G/ ≡ ⋃

z∈G3.z/, for any G ⊆ Z. If 3 has the Cesari property at every point
z ∈ Q ⊆ Z, we simply say that3 has the Cesari property onQ.

For any.x; y/ ∈ �×R, let

E .x; y/ ,

{
.z; z0/ ∈ R×R

∣∣∣∣ z0 ≥ f 0.x; y;u/;
z = f .x; y;u/; for someu ∈ U

}
: (2.5)

To guarantee the existence of a classical optimal control, we usually need to impose
the following Cesari-type condition (see [3, 5, 11]).

(S5) For almost allx ∈ �, the mapE .x; ·/ has the Cesari property onR.

By Definition 2.1, if E .x; ·/ has the Cesari property aty0 ∈ R, thenE .x; y0/ is
convex and closed. On the other hand, if (S1) and (S3)–(S4) hold, then for almost
all x ∈ �, E .x; y/ is closed for anyy ∈ R. In Example1, we can easily verify that
(S1)–(S4) hold, whileE .x; y/ = {.z; z0/ ∈ R×R | z0 ≥ y2 − z2;−1 ≤ z ≤ 1} is not
convex for any.x; y/ ∈ �×R. Thus (S5) does not hold.

Though (S5) is an important condition to guarantee the existence of classical optimal
control, it is not a necessary condition. Here is an example.

EXAMPLE 2. Let U = [0;1],� = .−1;1/,{
−y′′.x/ = u.x/; in �;

y|@� = 0;

J.u.·// =
∫ 1

−1

{y2.x/− u2.x/} dx:
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We mention that Example2 is very similar to Example1. In Example2, (S1)–(S4)
still hold but (S5) does not hold. But we will prove in Section5 that there exists at
least onēu.·/ ∈ Uad such that (2.3) holds. Example2 is a special case of Example3
in Section5.

We now recall the notion of relaxed control and state some preliminary results
about the space of relaxed controls.

We denote byM 1
+.U / the set of all probability measures inU , byR.�;U / the set

of all measurable probability measure-valued functions on�, that is,¦.·/ ∈ R.�;U /
if and only if ¦.x/ ∈ M 1

+.U /, a.e.x ∈ �, andx 7→ ∫
U h.v/¦ .x/.dv/ is measurable,

∀h ∈ C.U /, whereC.U / denotes the space of continuous functions onU . Let
C.U /∗ andL1.�; C.U //∗ be the dual spaces ofC.U / and L1.�; C.U // with weak
star topology, respectively. We regardM 1

+.U / andR.�;U / as subspaces ofC.U /∗

andL1.�; C.U //∗ , respectively, by setting

�.h/ ,
∫

U

h.v/�.dv/; ∀� ∈M 1
+.U /; h ∈ C.U /;

and

¦.g/ ,
∫
�

dx
∫

U

g.x; v/¦ .x/.dv/; ∀¦ ∈ R.�;U /; g ∈ L1.�; C.U //: (2.6)

We see that (2.6) is well-defined by Theorem IV.1.6, (p. 266) in [20]. Thus¦k → ¦

in R.�;U / means that∫
�

dx
∫

U

h.x; v/¦k.x/.dv/ →
∫
�

dx
∫

U

h.x; v/¦ .x/.dv/; ∀h ∈ L1.�; C.U //:

We now state the optimal relaxed control problem corresponding to Problem(C).

PROBLEM (R). Find a¦̄ .·/ ∈ R.�;U / such that

J.¦̄ .·// , inf
¦ .·/∈R.�;U/

J.¦ .·//;
where

J.¦ .·// ,
∫
�

dx
∫

U

f 0.x; y.x/; v/¦ .x/.dv/; (2.7)

andy.·/ is the state corresponding to relaxed control¦.·/ ∈ R.�;U /, that is, it is the
solution of the following:


−

n∑
i; j =1

@

@xi
.ai j .x/

@y

@xj
.x// =

∫
U

f .x; y.x/; v/¦ .x/.dv/; in �;

y|@� = 0:

(2.8)
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We need to explain the meaning of (2.7) since f 0 is only supposed to be lower
semicontinuous in.y; v/ ∈ R × U . It is not very hard to prove that sincef 0 satisfies
(S4), it is the limit of an increasing sequence of functions inL1.�;K .R × U //,
whereK .R× U / denotes the set of all continuous functions inR× U with compact
supports. Thus we may findhk.·/ ∈ L1.�;K .R× U // such that

hk.x; y; v/ ↑ f 0.x; y; v/; ∀.x; y; v/ ∈ �×R× U: (2.9)

Consequently, we can defineJ.¦ .·// by identifying the right-hand side of (2.7) with
the following limit:

lim
k→+∞

∫
�

dx
∫

U

hk.x; y.x/; v/¦ .x/.dv/:

We mention thatUad can be imbedded intoR.�;U / by identifying eachu.·/ ∈ Uad

with the Dirac measure-valued functionŽu.·/ ∈ R.�;U /. Moreover,J.Žu.·// defined
by (2.7) coincides withJ.u.·// defined by (2.2). Thus the notationJ.¦ .·// does not
cause any confusion. On the other hand, it is easy to see that if¦.·/ ∈ R.�;U /
and there exists au : � → U such that¦.x/ = Žu.x/, a.e.x ∈ �, thenu.·/ must be
measurable, that is,u.·/ ∈ Uad. Thus, if Problem(R) has an optimal relaxed control
¦̄ .·/ ∈ R.�;U / such that supp̄¦.x/ is a singleton ofU for almost allx ∈ �, then
Problem(C) admits at least one classical optimal control.

The following lemma is crucial in deriving the existence of optimal relaxed controls.

LEMMA 2.2. SupposeU is a compact metric space. ThenR.�;U / is convex and
sequentially compact.

For a proof of the above lemma, see Warga [20, Theorem IV.2.1, p. 272].

3. Existence of an optimal relaxed control

We begin with a preliminary lemma which shows that (2.8) is well-posed.

LEMMA 3.1. Let (S1)–(S3)hold. Then for any¦.·/ ∈ R.�;U /, (2.8) admits a
unique weak solutiony.·/ ∈ W1;p

0 .�/ ∩ L∞.�/, for any p ∈ [1;+∞/. Furthermore,
there exist constantsCp > 0 and M > 0 independent of¦.·/ ∈ R.�;U /, such that{ ‖y.·/‖W1;p

0 .�/ ≤ Cp;

‖y.·/‖C.�̄/ ≤ M;
∀¦ ∈ R.�;U /: (3.1)

The above lemma is basic. We omit the proof since it is similar to that for (2.2),
see, for example, [11, Chapter 2, Theorem 6.11 and Chapter 3, Proposition 6.3].

We now state the existence theorem of optimal relaxed controls.
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THEOREM 3.2. Let (S1)–(S4)hold. Then Problem(R) admits at least one solution.

PROOF. We give only a sketch of the proof since it is quite standard.
By (S4) and Lemma3.1, we have a sequence¦k.·/ ∈ R.�;U /, such that

J.¦k.·// → J̄ ≡ inf
¦ .·/∈R.�;U/

J.¦ .·//:
Let yk.·/ be the state corresponding to¦k.·/. Then, choosing a subsequence if nec-
essary, we can suppose that¦k.·/ → ¦̄ .·/ in R.�;U /, yk.·/ → ȳ.·/ weakly in
W1;p

0 .�/, uniformly in C.�̄/, by Lemmas2.2 and3.1, and the Sobolev imbedding
theorem, where we setp > n. Thus it is not very hard to check thatȳ.·/ is the state
corresponding tō¦.·/. By Theorem IV.2.9 in [20], we have,∀h ∈ L1.�;K .R×U //,

lim
k→+∞

∫
�

dx
∫

U

h.x; yk.x/; v/¦k.x/.dv/ =
∫
�

dx
∫

U

h.x; ȳ.x/; v/¦̄ .x/.dv/:

Let h j be an increasing sequence satisfying (2.9). Then

J.¦̄ .·// =
∫
�

dx
∫

U

f 0.x; ȳ.x/; v/¦̄ .x/.dv/

= lim
j →+∞

∫
�

dx
∫

U

h j .x; ȳ.x/; v/¦̄ .x/.dv/

= lim
j →+∞

lim
k→+∞

∫
�

dx
∫

U

h j .x; yk.x/; v/¦k.x/.dv/

≤ lim
j →+∞

lim
k→+∞

∫
�

dx
∫

U

f 0.x; yk.x/; v/¦k.x/.dv/

= lim
k→+∞

∫
�

dx
∫

U

f 0.x; yk.x/; v/¦k.x/.dv/

= J̄:

Therefore¦̄ .·/ is an optimal relaxed control to Problem(R).

We now recall the definition of E .x; y/ (see (2.5)). Under assumptions (S1) and
(S3)–(S4),E .x; ȳ.x// is closed for almost allx ∈ �. If it is also convex for almost
all x ∈ �, then, since(∫

U

f .x; ȳ.x/; v/¦̄ .x/.dv/;
∫

U

f 0.x; ȳ.x/; v/¦̄ .x/.dv/

)
∈ coE .x; ȳ.x// = E .x; ȳ.x//; a.e. x ∈ �;

we haveũ : � → U , not necessarily measurable, such that for almost allx ∈ �,


∫
U

f .x; ȳ.x/; v/¦̄ .x/.dv/ = f .x; ȳ.x/; ũ.x//;∫
U

f 0.x; ȳ.x/; v/¦̄ .x/.dv/ ≥ f 0.x; ȳ.x/; ũ.x//:
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Thus, by Filippov’s lemma (see [7] and [11, Corollary 2.26, Chapter 3]), which is
usually called the “implicit measurable function theorem”, there exists a measurable
ū.·/ ∈ Uad such that



∫
U

f .x; ȳ.x/; v/¦̄ .x/.dv/ = f .x; ȳ.x/; ū.x//;∫
U

f 0.x; ȳ.x/; v/¦̄ .x/.dv/ ≥ f 0.x; ȳ.x/; ū.x//:
(3.2)

Replacing¦̄ .·/ by ū.·/ (that is, Žū.·/), the value of the right-hand side of the first
relation in (2.8) remains unchanged. Thusȳ.·/ is also the state corresponding toū.·/.
Consequently, by (3.2), J.ū.·// ≤ J.¦̄ .·//. Thereforēu.·/must be a classical optimal
control to Problem(C).

The above tells us that if we have

(S5)′ For almost allx ∈ �, E .x; y/ is convex for anyy ∈ R,

then Problem(C) admits an optimal control.
In fact, under assumptions (S1)–(S4), (S5) holds if and only if (S5)′ holds (see Li–

Yong [11, Proposition 4.3, p. 107]). Thus we have obtained a proof for the existence
of optimal controls to Problem(C) under (S1)–(S5). We would like to mention that
such a proof is essentially the same as that given in [11, pp. 127–128].

On the other hand, replacingU and f .x; y.x/;u.x// byM 1
+.U / and

f .x; y.x/; ¦ .x// ≡
∫

U

f .x; y.x/; v/¦ .x/.dv/;

respectively, and so on, the relaxed control system (2.7)–(2.8) is a special case of
control system (2.1)–(2.2). Thus Theorem3.2 is in fact a special case of [11, Theo-
rem 6.4]. The proof of Theorem3.2 is essentially a procedure of verifying that the
relaxed control system (2.7)–(2.8) satisfies the assumptions (especially the lower semi-
continuity) needed for [11, Theorem 6.4]. For the fact ofM 1

+.U / being a compact
metric space, see Warga [20, Theorem IV.1.4, p. 625].

4. Maximum principle for optimal relaxed controls

To derive a maximum principle for optimal relaxed controls, we make some further
assumptions.

(S3)′ f : � × R× U → R has the following properties:f .·; y;u/ is measurable
on�, and f .x; ·;u/ is in C1.R/ with f .x; ·; ·/ and fy.x; ·; ·/ continuous onR × U .
Moreover,

fy.x; y;u/ ≤ 0; ∀.x; y;u/ ∈ �×R× U; (4.1)
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and for anyR> 0, there exists anMR > 0 such that

| f .x; y;u/| + | f y.x; y;u/| ≤ MR; ∀.x;u/ ∈ �× U; |y| ≤ R:

(S4)′ The function f 0 : �×R× U → R satisfies (S3)′ except for (4.1).

The maximum principle of optimal relaxed controls can be established essentially
the same way as that for classical control problems. Thus we omit the details and only
state the result.

THEOREM 4.1. Let (S1)–(S2)and (S3)′–(S4)′ hold. Let.ȳ.·/; ¦̄ .·// be an optimal
relaxed pair to Problem(R). Then there exists ā .·/ ∈ W1;p

0 .�/ .∀p ∈ [1;+∞//

such that


−
n∑

i; j =1

@

@xi

(
ai j .x/

@ ȳ

@xj

.x/

)
=
∫

U

f .x; ȳ.x/; v/¦̄ .x/.dv/; in �;

ȳ|@� = 0;

(4.2)




−
n∑

i; j =1

@

@xi

(
ai j .x/

@ ̄

@xj
.x/

)
=
∫

U

fy.x; ȳ.x/; v/¦̄ .x/.dv/ ̄ .x/

−
∫

U

f 0
y .x; ȳ.x/; v/¦̄ .x/.dv/; in �;

 ̄ |@� = 0;

(4.3)

and,∀¦ ∈ R.�;U /,∫
�

dx
∫

U

(
f .x; ȳ.x/; v/ ̄ .x/− f 0.x; ȳ.x/; v/

)
.¦ .x/ − ¦̄ .x// .dv/ ≤ 0: (4.4)

We call (4.3) the adjoint equation of the variational system along the optimal pair.
In the current case, the maximum condition takes the variational inequality form (4.4)
(comparing with that found in [11]). Next, we denote

H .x; y;w; / ≡ f .x; y;w/ − f 0.x; y;w/

and

Ux ≡
{
w ∈ U

∣∣∣ H .x; ȳ.x/;w;  ̄.x// = max
v∈U

H .x; ȳ.x/; v;  ̄.x//
}
: (4.5)

Then it is easy to see that (4.4) is equivalent to

supp¦̄ .x/ ⊆ Ux; a.e. x ∈ �: (4.6)

PROPOSITION4.2. Under the assumptions of Theorem4.1, let .ȳ.·/; ¦̄ .·// be an
optimal relaxed pair to Problem(R) and Ux be defined by(4.5). If for almost all
x ∈ �, eitherUx is a singleton ofU or E .x; ȳ.x// is convex, then Problem(C) admits
at least one classical optimal control.
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PROOF. Let �0 , {x ∈ � | Ux is a singleton}. Then for anyx ∈ �0, we have
ū.x/ ∈ U such that̄¦.x/ = Žū.x/. Therefore



∫
U

f .x; ȳ.x/; v/¦̄ .x/.dv/ = f .x; ȳ.x/; ū.x//;∫
U

f 0.x; ȳ.x/; v/¦̄ .x/.dv/ = f 0.x; ȳ.x/; ū.x//;
∀x ∈ �0: (4.7)

On the other hand, for almost allx ∈ � \ �0, E .x; ȳ.x// is convex. By (S1) and
(S3)–(S4),E .x; ȳ.x// is closed for almost allx ∈ �. Thus we havēu.x/ ∈ U such
that (3.2) holds for almost allx ∈ � \ �0. Combining the above with (4.7), we see
that there exists̄u : � → U , not necessarily measurable, such that (3.2) holds for
almost allx ∈ �. Then, by Filippov’s lemma, we can change the definition ofū.·/
such thatū.·/ ∈ Uad and (3.2) still holds for almost allx ∈ �. Obviously, ȳ.·/ is
the state corresponding tōu.·/ satisfying (2.1) andJ.ū.·// ≤ J.¦̄ .·//. Thereforēu.·/
must be an optimal classical control to Problem(C).

PROPOSITION4.3. Under the assumptions of Theorem4.1, let .ȳ.·/; ¦̄ .·// be an
optimal relaxed pair to Problem(R). Suppose for almost allx ∈ �,

f .x; ȳ.x/; v/ = f .x; ȳ.x/;w/; ∀v;w ∈ supp¦̄ .x/: (4.8)

Then Problem(C) admits at least one classical optimal control.

PROOF. By (4.6), (4.8), and the definition ofUx, we get for almost allx ∈ �,

f 0.x; ȳ.x/; v/ = f 0.x; ȳ.x/;w/; ∀v;w ∈ supp¦̄ .x/: (4.9)

Thus letū : � → U , not necessarily measurable, such thatū.x/ ∈ supp¦̄ .x/. We
have that (4.7) holds for almost allx ∈ �. Therefore, by Filippov’s lemma, we
can find aū.·/ ∈ Uad such that (4.7) holds for almost allx ∈ �. As we have seen
in the proof of Proposition4.2, such aū.·/ must be an optimal classical control to
Problem(C).

5. Existence of a classical optimal control

In this section, we will state and prove our main theorem. We consider the following
system:


−

n∑
i; j =1

@

@xi

(
ai j .x/

@y

@xj
.x/

)
= f .x; y.x//+ g.u.x//; in �;

y|@� = 0:

(5.1)
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Let the cost functional take the form

J.u.·// =
∫
�

{ f 0.x; y.x// + h.u.x//} dx; (5.2)

wherey.·/ is the state corresponding to controlu.·/ satisfying (5.1).
We impose the following assumptions.

(P1) (S1) holds.
(P2) In addition to (S2),ai j .·/ ∈ C1.�/.
(P3) g ∈ C.U /. The function f : �×R → R satisfies (S3)′.
(P4) h ∈ C.U /. The function f 0 : �×R → R satisfies (S4)′.

Denotea = minu∈U g.u/ and b = maxu∈U g.u/. Let ymin.·/ and ymax.·/ be the
solution of (5.1) corresponding tog.u.x// ≡ a andg.u.x// ≡ b, respectively. Before
making further assumptions, let us introduce the following lemma.

LEMMA 5.1. Suppose thatU is a compact metric space andg;h ∈ C.U /. For any
þ ∈ R, denote

Eþ ,

{
w ∈ U

∣∣∣þg.w/ − h.w/ = max
v∈U

[þg.v/− h.v/]
}
;

aþ = min
w∈Eþ

g.w/; bþ = max
w∈Eþ

g.w/; F , {þ ∈ R | aþ < bþ}:

ThenF is at most countable.

PROOF. Sinceg.·/ andh.·/ are continuous inU andU is compact,Eþ;aþ andbþ
are well-defined for anyþ ∈ R.

Supposeþ ∈ F , þ̃ ∈ R andw̃ ∈ Eþ̃ such that

aþ < g.w̃/ < bþ : (5.3)

We will prove thatþ̃ = þ.
By the definition ofEþ, aþ andbþ , we havew1;w2 ∈ Eþ such that

aþ = g.w1/; bþ = g.w2/; (5.4)

andþg.wi / − h.wi / ≥ þg.w̃/ − h.w̃/, i = 1;2. Similarly, by the definition ofEþ̃ ,
we haveþ̃g.w̃/− h.w̃/ ≥ þ̃g.wi /− h.wi /, i = 1;2. Thus we have

.þ − þ̃/.g.wi /− g.w̃// ≥ 0; i = 1;2: (5.5)

Therefore, by (5.3)–(5.5), we getþ̃ = þ.
The above implies that ifþ, þ̃ ∈ F andþ 6= þ̃, then.aþ;bþ/ ∩ .aþ̃ ;bþ̃/ = ∅. Thus

the number of nonempty.aþ;bþ/’s is at most countable, that is,F is at most countable.
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Now we suppose that the following additional assumption also holds:

(P5) Leta;b and F be defined as above. For anyþ ∈ F , there exist a subset�þ

of � and two sequences of functionsYþ;k.·/ andZþ;k.·/ in W2;1
loc .�/ such that

|� \�þ | ≡ the Lebesgue measure of� \ �þ = 0 (5.6)

and
{.x; y/ ∈ �þ ×R | f 0

y .x; y/ = þ fy.x; y/}
⊆ {.x; y/ ∈ �þ ×R | y = Yþ;k.x/; for somek = 1;2; : : : }

∪ {.x; y/ ∈ �þ ×R | y = Zþ;k.x/; for somek = 1;2; : : : }
∪ {.x; y/ ∈ �þ ×R | y > ymax.x/ or y < ymin.x/}; (5.7)

while, a.e. on�, ∀k = 1;2; : : : ,

−
n∑

i; j =1

@

@xi

(
ai j .x/

@Yþ;k
@xj

.x/

)
≤ f .x;Yþ;k.x// + a; (5.8)

−
n∑

i; j =1

@

@xi

(
ai j .x/

@Zþ;k

@xj

.x/

)
≥ f .x; Zþ;k.x// + b: (5.9)

For our problem, we have

E .x; y/ =
{
.z; z0/ ∈ R×R

∣∣∣∣ z0 ≥ f 0.x; y/+ h.u/;
z = f .x; y/+ g.u/; for someu ∈ U

}
:

ClearlyE .x; y/ is not convex in general. Therefore, for such systems, the Cesari-type
condition (S5) does not hold in general.

We now state our main theorem.

THEOREM 5.2. Let (P1)–(P5)hold. Then Problem(C) corresponding to system
(5.1)–(5.2) admits at least one optimal control.

In applications, we may replace (P5) by the following stronger condition:

(P5)′ For anyþ ∈ R, there exist�þ ⊆ �, and two sequences of functionsYþ;k.·/,
Zþ;k.·/ ∈ W2;1

loc .�/ such that (5.6)–(5.8) hold.

The advantage of (P5)′ is that it is independent ofg.·/ andh.·/, except for the upper
and lower bounds ofg.·/.

Assumption (P5) looks very technical. But we will see that many systems satisfy
such a condition.

EXAMPLE 3. Consider the system (5.1)–(5.2). Let

f .x; y/ = r .y/; f 0.x; y/ = r 0.y/; ∀.x; y/ ∈ �×R:
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Let (P1)–(P4) hold. Moreover, suppose{y | .r 0/′.y/ = þr ′.y/} is at most countable
and infy∈R r .y/+ minv∈U g.v/ ≥ 0. Then (P5)′ (and consequently (P5)) follows from
the following relation:

{.x; y/ ∈ �×R | f 0
y .x; y/ = þ fy.x; y/}

= {.x; y/ ∈ �×R | y = Cþ;k; for somek = 1;2; : : : };

whereCþ;k ∈ {y|.r 0/′.y/ = þr ′.y/}. Comparing the above with (5.6)–(5.9), we see
that it suffices to set�þ = � andYþ;k.·/ ≡ Cþ;k, while Zþ;k.·/ is not necessary.

By Theorem5.2, for such a system, there exists an optimal classical control to
Problem(C).

Let us give some special cases of the above example.

EXAMPLE 4. In Example3, let g ≥ 0. Then it is easy to see that we can choose
r .y/ = 0 (or e−y, or −arctany + ³=2, etc.) andr 0.y/ = a polynomial ofy (or a
polynomial ofey, or a trigonometric polynomial ofy, or ln.1+ y2/, or

√
1 + y2, etc.).

REMARK. The trivial caser 0 ≡ 0 is an exception. In this case, (P5)′ does not hold
because{y ∈ R | .r 0/′.y/ = þr ′.y/} = R whenþ = 0.

Clearly, the system described in Example3 does not satisfy the Cesari-type con-
dition (S5) in general. Example2 is just a special case of Example3, which does
not satisfy (S5). The following two examples also do not satisfy condition (S5). It is
interesting to compare them with Example1.

EXAMPLE 5. Let� satisfy (P1),U = [−1;1]. Consider the following system:

{
−4y.x/ = −y.x/+ cosy.x/+ u.x/; in �;

y|@� = 0:

The cost functional isJ.u.·// = ∫
�
{y2.x/ − u2.x/} dx. It is easy to verify that

aþ < bþ ⇐⇒ þ = 0, that is,F = {0}. Let Y.x/ ≡ 0. Then

−4Y.x/ ≤ −Y.x/+ cosY.x/+ min
v∈U

v; in �:

Thus we can see that (P5) holds (here (P5)′ does not hold). Since (P1)–(P4) hold
obviously, by Theorem5.2, there exists a measurableū.·/ : � → U such that

J.ū.·// = inf
u.·/∈Uad

J.u.·//:
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EXAMPLE 6. Let� = .−1;1/, U = [−1;1],{
−y′′.x/ = u.x/; in �;

y|@� = 0;

J.u.·// =
∫ 1

−1

{|y.x/− M sgn.x/|2 − u2.x/} dx;

whereM is sufficiently large. In fact, it suffices to takeM > 1=2. In this example,
we can see that (5.7) holds since

{.x; y/ ∈ �×R | y − M sgn.x/ = 0}
⊆ {.x; y/ ∈ �× R | y > ymax.x/ or y < ymin.x/}:

On the other hand, (P1)–(P4) obviously hold. Thus, by Theorem5.2, we have a
ū.·/ ∈ Uad such that

J.ū.·// = inf
u.·/∈Uad

J.u.·//:

Now we turn to proving Theorem5.2. Let us first introduce the following lemma.

LEMMA 5.3. LetC be a constant. If' ∈ Wm;p.�/, p ≥ 1, m ≥ 1, then

@²'.x/ = 0; a.e. {' = C};∀ 1 ≤ |²| ≤ m;

where² = .²1; · · · ; ²n/ is ann−tuple of nonnegative integers²i , |²| = ∑n
i =1²i .

In the case wherem = 1, the above result can be found in Morrey [14, p. 69].
See also Kinderlehrer and Stampacchia [10, Chapter 2]. The remaining cases can be
obtained easily by induction.

PROOF OFTHEOREM 5.2. By Theorem4.1, Problem(R) admits an optimal relaxed
pair .ȳ.·/; ¦̄ .·// ∈ W1;p

0 .�/ × R.�;U / (1 ≤ p < +∞). Moreover, there exists a
 ̄.·/ ∈ W1;p

0 .�/ such that


−
n∑

i; j =1

@

@xi

(
ai j .x/

@ ȳ

@xj
.x/

)
= f .x; ȳ.x// +

∫
U

g.v/¦̄ .x/.dv/; in �;

ȳ|@� = 0;

(5.10)




−
n∑

i; j =1

@

@xi

(
ai j .x/

@ ̄

@xj
.x/

)
= f y.x; ȳ.x// ̄ .x/− f 0

y .x; ȳ.x//; in �;

 ̄ |@� = 0;
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and

supp¦̄ .x/ ⊆ Ux; a.e. x ∈ �; (5.11)

whereUx = {w ∈ U |g.w/ ̄.x/− h.w/ = maxv∈U.g.v/ ̄ .x/ − h.v//}, ∀x ∈ �. By
Lemma3.1 and (P3), we see that| f .x; ȳ.x//| ≤ C, a.e.x ∈ �, for some constant
C > 0. Moreover,

∣∣ ∫
U g.v/¦̄ .x/.dv/

∣∣ ≤ maxv∈U |g.v/|, a.e.x ∈ �. Consequently,
sinceai j .·/ ∈ C1.�/, by anL p-estimate for the elliptic equations,ȳ.·/ ∈ W2;p

loc .�/ for
any p ∈ [1;+∞/. Similarly,  ̄.·/ ∈ W2;p

loc .�/ for any p ∈ [1;+∞/.
DenoteQ ≡ {x ∈ � |  ̄.x/ ∈ F}. By Lemma5.1, we haveþ1; þ2; : : : ; þk; : : : ,

such thatQ ⊆ ⋃
k{x ∈ � |  ̄.x/ = þk}. DenoteQk ≡ {x ∈ � |  ̄.x/ = þk} ∩ �þk

.
Then

∣∣⋃
kQk \Q∣∣ = 0. Sinceai j .·/ ∈ C1.�/ and ̄.·/ ∈ W2;p

loc .�/, we get

n∑
j =1

ai j .·/ @ ̄
@xj

.·/ ∈ W1;p
loc .�/; ∀i = 1;2; : : : ;n;

and by Lemma5.3,

n∑
j =1

ai j .x/
@ ̄

@xj
.x/ = 0; a.e. x ∈ Qk;∀i = 1;2; : : : ;n; k = 1;2; : : : :

Therefore

−
n∑

i; j =1

@

@xi

.ai j .x/
@ ̄

@xj

.x// = 0; a.e. x ∈ Qk;∀k = 1;2; : : : : (5.12)

That is, fy.x; ȳ.x//þk − f 0
y .x; ȳ.x// = 0, a.e.x ∈ Qk, ∀k = 1;2; : : : . Therefore, it

follows from (P5) that

Qk ⊆
(⋃

l

{x ∈ �þk
| ȳ.x/ = Yþk;l .x/}

)⋃(⋃
l

{x ∈ �þk
| ȳ.x/ = Zþk;l .x/}

)
⋃

{x ∈ �þk
| ȳ.x/ < ymin.x/ or ȳ.x/ > ymax.x/}

≡
(⋃

l

F .1/
k;l

)⋃(⋃
l

F .2/
k;l

)⋃
F .3/

k :

Since ∫
U

g.v/¦̄ .x/.dv/ ∈ [a;b]; (5.13)

henceymin.x/ ≤ ȳ.x/ ≤ ymax.x/, a.e. on�. Thus|F.3/
k | = 0, ∀k = 1;2; : : : .
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On the other hand, for eachl , sinceȳ.·/ ∈ W2;p.�/ andYþk;l ∈ W2;1
loc .�/, similar

to (5.12), we have

−
n∑

i; j =1

@

@xi

(
ai j .x/

@ ȳ

@xj

.x/

)
= −

n∑
i; j =1

@

@xi

(
ai j .x/

@Yþk;l

@xj

.x/

)

≤ f .x;Yþk;l .x// + a = f .x; ȳ.x//+ a;

a.e.x ∈ F .1/
k;l ≡ {x ∈ �þk

| ȳ.x/ = Yþk;l .x/}. Thus, by (5.10),
∫

U g.v/¦̄ .x/.dv/ ≤ a,
a.e.x ∈ F .1/

k;l . Therefore, by the definition ofa, we have

supp¦̄ .x/ ⊆ {v ∈ U |g.v/ = a}; a.e. x ∈ F.1/
k;l :

Similarly,

supp¦̄ .x/ ⊆ {v ∈ U |g.v/ = b}; a.e. x ∈ F.2/
k;l :

Thus we see that for almost allx ∈ Q,

g.v/ = g.w/; ∀v;w ∈ supp¦̄ .x/: (5.14)

On the other hand,∀x ∈ � \Q,  ̄.x/ 6∈ F , that is,

g.v/ = g.w/; ∀v;w ∈ Ux: (5.15)

Combining (5.14)–(5.15) with (5.11), we see that (5.14) holds for almost allx ∈ �. By
Proposition4.3, Problem(C) has at least one classical optimal control. We complete
the proof.
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