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HYPERELLIPTIC PARAMETRISATION OF THE GENERALISED
ORDER PARAMETER OF THE N = 3 CHIRAL POTTS MODEL

R. J. BAXTER1
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Abstract

It has been known for some time that the Boltzmann weights of the chiral Potts model can
be parametrised in terms of hyperelliptic functions, but as yet no such parametrisation has
been applied to the partition and correlation functions. Here we show that forN = 3 the
functionS.tp/ that occurs in the recent calculation of the order parameters can be expressed
quite simply in terms of such a parametrisation.
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1. Introduction

There are a few two-dimensional models (and even fewer three-dimensional models)
in equilibrium statistical mechanics that have been solved exactly. These are lattice
models where spins¦i are assigned to the sitesi of a lattice (usually the square lattice).
Each spin takes one ofN possible values and spins¦i ; ¦ j on adjacent sitesi; j interact
with a specified positive real Boltzmann weight functionW.¦ j ; ¦ j /. One wants to
calculate the partition function (also called the sum-over-states)

Z =
∑∏

〈i j 〉
W.¦ j ; ¦ j /;

where the sum is over all states of all the spins, and the product is over all edges.i; j /
of the lattice.

If the number of sites isM , we expect the limit

� = lim
M→∞

Z1=M
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to exist and to be independent of the shape of the lattice, provided it becomes large in
all directions: this is the “thermodynamic limit”, and� is the exponential of the free
energy per site. If 1; : : : ;m are sites fixed on the lattice and the limit is taken so they
become infinitely deep within it, then we also expect the average

〈 f .¦1; : : : ; ¦m/〉 = Z−1
∑∏

〈i j 〉
f .¦1; : : : ; ¦m/W.¦ j ; ¦ j /

to tend to a limit, for any given functionf of thesem spins.
Because spins only interact with their neighbours, one can build up the lattice one

row at a time, and associate a row-to-row “transfer matrix” with such an operation.
To solve such a model, typically one shows that the Boltzmann weightsW satisfy

the star-triangle or “Yang-Baxter” relations [5]. These ensure certain commutation
relations between the transfer matrices, and this is usually a first step towards calcu-
lating�.

The next step is to calculate the order parameters, which are averages of certain
functions of a single spin¦1 deep within the lattice. This is a harder problem than
calculating�. For instance, Onsager [19] calculated� for the square-lattice Ising
model in 1944, but it was not till 1949 that he announced at a conference his result for
the order parameter (namely the spontaneous magnetisation), and not till 1952 before
a proof of the result was published by Yang [20] .

However, since then the “corner transfer matrix” method has been developed by
Baxter [4], and the “broken rapidity line method” by Jimbo, Miwa and Nakayashiki
[18]. For many of the solved models (those with the “rapidity difference” property),
these methods make the calculation of the order parameters comparatively straighfor-
ward.

Even so, one model has proved challenging, namely the chiral Potts model. This
is an N-state model whereW.¦ j ; ¦ j / depends only on the spin difference¦ j − ¦ j ,
mod N. The Boltzmann weights also depend on two parametersp;q, (known as
“rapidities”), and on given positive real constantsk; k′, related by

k2 + k′2 = 1: (1.1)

The parameterk′ plays the role of a temperature, being small at low temperatures. For
0 < k′ < 1 the system displays spontaneous ferromagnetic order, becoming critical
ask′ → 1.

Its order parameters can be taken to be

Mr = 〈!r¦1〉; (1.2)

where! = exp.2³ i =N/ and r = 1; : : : ; N − 1. It was shown in 1988 that its
Boltzmann weights satisfy the star-triangle relation [2, 17], and the partition function
per site� was soon calculated [6, 7].
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The order parameters were another story. The model had developed from a one-
dimensional quantum spin chain, which has the same order parameters. From series
expansions it was conjectured [1] in 1989 that

Mr = kr .N−r /=N2

: (1.3)

Much effort was expended in the ensuing years (certainly by the author) in attempting
to derive this result. It was not until 2005 that this was done [14, 15].
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FIGURE 1. The square lattice (circles and solid lines, drawn diagonally) and its medial graph of dotted or
broken lines.

The method used was based on that of Jimboet al. [18]. In Figure1 we show the
square latticeL, drawn diagonally, denoting the sites by circles and the edges by solid
lines. We also show as dotted (or broken) lines the medial graph ofL. Every edge
of L is intersected by two dotted lines. With each dotted line we associate a rapidity
variable (p, q, h or v). In general these variables may differ from dotted line to dotted
line. They must be the same all along the line, except for the horizontal broken line
immediately below the central spin¦1. We break this below¦1 and assign a rapidity
p to the left of the break and a rapidityq to the right. With these choices of rapidities,
define

F̃pq.r / = 〈!r¦1〉:
In the thermodynamic limit, the star-triangle relations will ensure thatF̃pq.r / is

independent of the “background” rapiditiesv; h, because it allows us to move any of
these dotted lines off to infinity [3]. However, the effect of the break is that we cannot
move the broken linep;q away from¦1, so F̃pq.r / will indeed depend onp andq.

An important special case is whenq = p. Then thep;q rapidity line is not in
fact broken, so it can be removed to infinity andF̃pp.r /must be independent ofp and
equal to the order parameterMr defined by (1.2): Mr = F̃pp.r /.
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We also define

Gpq.r / = F̃pq.r /

F̃pq.r − 1/
: (1.4)

The author wrote down [11] functional relations satisfied byGpq.r / in 1998. They
do not completely specifyGpq.r /, but must be supplemented by information on the
analyticity properties ofGpq.r /. (Just as the relationf .z + 1/ = f .z/ only tells us
that f .z/ is periodic of period 1: however, if we can also show thatf .z/ is analytic
and bounded in the domain 0≤ Re.z/ ≤ 1, then it follows from Liouville’s theorem
that f .z/ is a constant.)

For N = 2 the chiral Potts model reduces to the Ising model and it is quite easy
to find the needed analyticity information, to solve the functional relations and obtain
the Onsager-Yang resultM1 = k1=4.

For N > 2 the problem is much harder. It was not until late 2004 that the author
realised that it is not actually necessary to solve for the general functionGpq.r /. It is
sufficient to do so for a special “superintegrable” case whereq is related top. The
function then has quite simple analyticity properties and it’s quite easy to solve the
relations (in fact one does not even need all the relations), to obtainGpq.r / for this
case and to verify the 16-year old conjecture (1.3). For r = 1; : : : ; N, the functions
Gpq.r / can all be expressed in terms of a single functionS.tp/which is defined below.

Even so, it would still be interesting to understandGpq.r / more generally. A
fundamental difficulty is that forN > 2 the rapiditiesp and q are points on an
algebraic curve of genus greater than 2, and there is no explicit parametrisation of this
curve in terms of single-valued functions of a single variable. (There is forN = 2:
one can then parametrise in terms of Jacobi elliptic functions.) One can parametrise
in terms of hyperelliptic functions [8], but these haveN −1 arguments that are related
to one another. As yet they have not proved particularly useful, but one lives in hope.
The functionS.tp/ is a simple example of a thermodynamic property of the chiral Potts
model, and has the simplifying feature that it depends on only one rapidity, rather than
two. It is an interesting question whether it can be simply expressed in terms of these
hyperelliptic functions.

For N = 3 these hyperelliptic functions can be expressed in terms of ordinary
Jacobi elliptic functions. One still has two related arguments (here termedzp andwp),
but some of the properties can be expressed as products of Jacobi functions, each with
an argumentzp or wp, or some combination thereof. A number of such results have
been obtained [10], [9, pages 568–569].

There are two distinct ways of performing the hyperelliptic parametrisation. In
[8, 16] we used what we shall herein call the “original” parametrisation. What we
report here is that forN = 3 the functionS.tp/ can be expressed quite simply as a
product of Jacobi functions ofzp andwp, providedwe use the second “alternative”



[5] Hyperelliptic parametrisation . . . 293

parametrisation.

2. The function S(t p)

We can take a rapidityp to be a set of variablesp = {xp; yp; ¼p; tp} related to one
another by

tp = xpyp; xN
p + yN

p = k.1+xN
p yN

p /; kxN
p = 1− k′

¼N
p

; kyN
p =1−k′¼N

p : (2.1)

There are various automorphisms or maps that take one set{xp; yp; ¼p; tp} to
another set satisfying the same relations (2.1). Four that we shall use are:

R : {xRp; yRp; ¼Rp; tRp} = {yp; !xp; 1=¼p; !tp};
S : {xSp; ySp; ¼Sp; tSp} = {y−1

p ; x−1
p ; !

−1=2yp=.xp¼p/; t−1
p };

V : {xV p; yV p; ¼V p; tV p} = {xp; !yp; ¼p; !tp};
M : {xMp; yMp; ¼Mp; tMp} = {xp; yp; !¼p; tp}:

(2.2)

They satisfy

RV−1R = V; M RM = R; M SM = S; S2 = V N = M N = 1: (2.3)

Let q be another rapidity set, related top by q = V p, that is,

xq = xp; yq = !yp; ¼q = ¼p: (2.4)

We take¼p to be outside the unit circle, so|¼p| > 1. Then we can specifyxp

uniquely by requiring that−³=.2N/ < arg.xp/ < ³=.2N/.
We regardxp; yp; ¼

N
p as functions oftp. Thentp lies in a complex plane contain-

ing N branch cutsB0; : : : ;BN−1 on the lines arg.tp/ = 0; 2³=N; : : : ; 2³.N − 1/=N,
as indicated in Figure2, while xp lies in a near-circular region round the pointxp = 1,
as indicated schematically by the regionR0 inside the dotted curve of Figure2. The
variableyp can lie anywhere in the complex planeexceptin R0 and inN − 1 corre-
sponding near-circular regionsR1; : : : ;RN−1 round the other branch cuts. With these
choices, we say thatp lies in the “domain”D.

With these choices, we show in [15] that

Gpq.r / = k.N+1−2r /=N2

S.tp/; (2.5)

for r = 1; : : : ; N − 1, while Gpq.0/ = Gpq.N/ = k.1−N/=N2
S.tp/

1−N. Hence
Gpq.1/ · · · Gpq.N/ = 1, in agreement with the definition (1.4). The functionSp =
S.tp/ is given by

log S.tp/ = − 2

N2
logk + 1

2N³

∫ 2³

0

k′ ei �

1 − k′ ei �
log[1.�/− tp] d�; (2.6)
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FIGURE 2. The cuttp-plane forN = 3, showing the three branch cutsB0;B1;B2 and the approximately
circular regionR0 in which xp lies whenp ∈ D.

where1.�/ = [.1 − 2k′ cos� + k′2/=k2]1=N .
From [14], particular properties are

S.0/ = 1; S.∞/ = k−2=N2

; S.tp/S.!tp/ · · · S.!N−1tp/ = k−1=N xp: (2.7)

The function S.tp/ is single-valued, non-zero and analytic in the cuttp plane of
Figure2, but only the cut on the positive real axis is necessary: the other cuts can be
removed for this function. IfSac.tp/ is the analytic continuation ofS.tp/ across the
branch cutBr , then

Sac.tp/ =
{

S.tp/ for r 6= 0;

.yp=xp/S.tp/ for r = 0:
(2.8)

If we interchangep;q in [15, Equation 49], then apply the restriction (2.4) and use
the relationRS= MV RSVtogether with [15, Equation 50], we obtain

Gpq.r /Gp′;q′.N − r / = 1;

wherep′ = V−1q′ = RSV p. It follows thatS.tp/ also has the symmetry

SpSRSV p= S.tp/S.1=tp/ = k−2=N2

: (2.9)

3. The Riemann sheets (“domains”) formed by analytic continuation

We shall want to consider the analytic continuation of certain functions oftp onto
other Riemann sheets, that is, beyond the domainD. We restrict attention to functions
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that are meromorphic and single-valued in the cut plane of Figure2, and similarly
for their analytic continuations. Obvious examples arexp; yp and S.tp/. They are
therefore meromorphic and single-valued on their Riemann surfaces, but we need to
know what these surfaces are.

We start by considering the most general such surface. As a first step, allow¼p to
move from outside the unit circle to inside. Thentp will cross one of theN branch
cutsBi in Figure2, moving onto another Riemann sheet, going back to its original
value but now withyp in Ri . Sinceyp is thereby confined to the region near and
surrounding!i , we say thatyp ' !i . Conversely, byyp ' !i we mean thatyp ∈ Ri .

We say thatp has moved into thedomainDi adjacentto D. There areN such
domainsD0;D1; : : : ;DN−1.

Now allow¼p to become larger than one, sotp again crosses one of theN branch
cuts. Again we require thattp returns to its original value. If it crossesBi , then it
moves back to the original domainD. However, if it crosses another cutB j thenxp

moves intoR j −i , and we say thatp is now in domainDi; j −i .
Proceeding in this way, we build up a Cayley tree of domains. For instance, the

domainDi jk is a third neighbour ofD, linked via the first neighbourDi and the
second-neighbourDi j , as indicated in Figure3. Herexp ' 1 in D, yp ' !i in Di ,
xp ' ! j in Di j andyp ' !k in Di jk . We reject moves that takep back to the domain
immediately before the last, soj 6= 0 andk 6= i . We refer to the sequence{i; j ; k; : : :}
that define any domain as aroute. We can think of it as a sequence of points, all with
the same value oftp, on the successive Riemann sheets or domains.

The domainsD;Di j ;Di jk`; : : : with an even number of indices, havex ' !`,
where` is the last index. We refer to them as being of evenparity and oftype`. The
domainsDi ;Di jk ; : : : havey ' !` and are of odd parity and typè.

D Di Di j Di jk

FIGURE 3. A sequence of adjacent domainsD;Di ;Di j ;Di jk .

The automorphism that takes a pointp in D to a point inDi , respectively, is the
mappingAi = Vi −1RV−i . If q = Ai p, then

xq = !−i yp; yq = !i xp; tq = tp: (3.1)

Because of (2.3), Ai +N = Ai , so there areN such automorphisms.
We can use these maps to generate all the sheets in the full Cayley tree. Suppose we

have a domain with route{i; j ; k; : : :} and we apply the automorphismAÞ to all points
on the route. From (3.1) this will generate a new route{Þ; i − Þ; j + Þ; k − Þ; : : :}.
For instance, if we apply the mapAÞ to the route{m} from D to Dm, we obtain the
route{Þ;m − Þ} to the domainDÞ;m−Þ. Thus the map that takesD to Di j is Ai Ai + j .
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Iterating, we find that the map that takesD toDi jk :::mn is

Ai Ai + j Aj +k · · · Am+n: (3.2)

We must have

A2
i = 1; (3.3)

since applying the same map twice merely returnsp to the previous domain.
Let us refer to the general Riemann surface we have just described asG. It consists

of infinitely many Riemann sheets, each sheet corresponding to a site on a Cayley
tree, adjacent sheets corresponding to adjacent points on the tree. A Cayley tree is
a huge graph: it contains no circuits and is infinitely dimensional, needing infinitely
many integers to specify all its sites.

Any given function will have a Riemann surface that can be obtained fromG
by identifying certain sites with one another, thereby creating circuits and usually
reducing the graph to one of finite dimensionality.

From (3.1), the mapsA0; A1; : : : ; AN−1 leavetp unchanged. We shall often find
it helpful to regardtp as a fixed complex number, the same in all domains, and to
consider the corresponding values ofxp; yp (and the hyperelliptic variableszp; wp) in
the various domains. To within factors of!, the variablesxp andyp will be the same
as those forD in even domains, while they will be interchanged on odd domains.

Analytic continuation of S(t p) Now return to considering the functionS.tp/. It is
sometimes helpful to write this more explicitly asS.xp; yp/. Then from (2.8) the map
that takesS.tp/ from domainD toDi is

q = Ai p : S.xq; yq/ = .yq=xq/
−Ži S.xp; yp/; (3.4)

wherexq; yq are given by (3.1) andŽi = 1 if i = 0, modN; otherwiseŽi = 0. Note
thatxq; yq are obtained by interchangingxp; yp and multiplying them by powers of!.

For giventp, let S0.tp/ be the value ofS.tp/ in the central domainD, given by the
formula (2.6). Iterating the mappings (3.4) from domain to domain, in any domain
we must have

S.xp; yp/ = !Þ.yp=xp/
r S0.tp/; (3.5)

whereÞ, r are integers. Note that in this equationxp; yp are the values for the
domain being considered: they arenot the corresponding initial values of the central
domainD.

In particular, in the domainDi jk we obtain

r = −Ži + Ži + j − Ž j +k: (3.6)
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4. The original hyperelliptic parametrisation for N = 3

Hereinafter we restrict our attention to the caseN = 3 and use the hyperelliptic
parametrisation and notation of previous papers [8, 10, 9, 12]. We use only formulae
that involve ordinary Jacobi elliptic (or similar) functions of one variable.

Givenk; k′, we define a “nome”x by

.k′=k/2 = 27x
∞∏

n=1

(
1 − x3n

1 − xn

)12

: (4.1)

We regardx as a given constant,not the same as the rapidity variablexp. It is small at
low temperatures (k′ small), and increases to unity at criticality (k′ = 1). We introduce
two elliptic-type functions

h.z/ = !2h.xz/ =
∞∏

n=1

.1 − !xn−1z/.1 − !2xn=z/

.1 − !2xn−1z/.1 − !xn=z/
; (4.2)

�.z/ = z1=3
∞∏

n=1

.1 − x3n−2=z/.1 − x3n−1z/

.1 − x3n−2z/.1 − x3n−1=z/
: (4.3)

We then define two further variableszp; wp by

tp = xpyp = !h.zp/ = h.−1=wp/ = !2h.−wp=zp/: (4.4)

These are the relations (27) of [10]. The relations (32) of [10] are also satisfied:

x−3
p y3

p¼
−6
p = �.xzp=w

2
p/

3 = �.−xzpwp/
3 = �.−xwp=z

2
p/

3; (4.5)

as are the relations (4.5), (4.6) of [9], in particular,

w =
∞∏

n=1

.1 − x2n−1z=w/.1 − x2n−1w=z/.1 − x6n−5zw/.1− x6n−1z−1w−1/

.1 − x2n−2z=w/.1 − x2nw=z/.1 − x6n−2zw/.1 − x6n−4z−1w−1/
(4.6)

writing zp; wp here simply asz; w.
Thezp; wp variables satisfy the automorphisms

zRp = xzp; zSp = 1=.xzp/; zV p = −1=wp;

wRp = zp=wp; wSp = 1=.xwp/; wV p = zp=wp:
(4.7)

The operationp → Mp multiplies .zpwp/
1=3 by !, but does not changezp; wp

themselves.
The variableszp; wp are of order unity whenk′; x are small,¼p is of order 1=k′,

andxp ' 1. This is the low-temperature limiting case ofp ∈ D. It is convenient to
defineup = {zp;−1=wp;−wp=zp}.
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The three automorphisms that leavetp unchanged, while takingD to D0;D1;D2,
respectively, are

A0 = V2R; A1 = RV2; A2 = V RV: (4.8)

If q = Ai p, then

xq = !−i yp; yq = !i xp; tq = tp; (4.9)

anduq = Ai up, whereA0;A1;A1 are the three-by-three matrices

A0 =

0 x−1 0

x 0 0
0 0 1


 ; A1 =


 0 0 x

0 1 0
x−1 0 0


 ; A2 =


1 0 0

0 0 x−1

0 x 0


 :

They satisfy the identities

AiA jAi = A jAiA j (4.10)

for all i; j .
They permute the three elementszp;−1=wp;−wp=zp of up and multiply them by

powers ofx, the product of the elements remaining unity. Letz0
p; w

0
p be the values of

zp; wp on the central sheetD. Then it follows that on any sheet, for the same common
value oftp,

zp = xmÞp; wp = xnþp; (4.11)

where{Þp;−1=þp;−þp=Þp} is a permutation of{z0
p;−1=w0

p;−w0
p=z

0
p}.

Repeated applications of the three automorphisms will therefore generate a two-
dimensional set of permutations and multiplications of the elements ofup. Each
member of the set corresponds to a site on the honeycomb lattice of Figure4. Adjacent
Riemann sheets correspond to adjacent sites of the lattice. Sheets of even parity
correspond to sites represented by circles, those of odd parity are represented by
squares. Ifi is the integer inside the circle or square, then for even sitesxp ' !−i ,
while on odd sitesyp ' !i . The numbers shown in brackets alongside each site are
the integersm; n of (4.11).

Thus for the functionszp andwp of tp, the graphG of the Riemann surface reduces
to this two-dimensional honeycomb lattice.

Note that the sitesX;Y; Z in the figure are third neighbours of the central siteD,
and each can be reached fromD in two three-step ways. For instance,Y is bothD021

andD211. (Note that forDi jk we here take the intermediate sitej to be represented in
Figure4 by the integer− j , mod 3. This is changed in the next section to+ j .)

ThusY is obtainable fromD by the mapsA0 A2 A0 andA2 A0 A2. From (4.10) these
are the same, so we can identify the two sheets as one, represented byY.
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Similarly, X corresponds toA1 A2 A1 = A2 A1 A2 and Z to A0 A1 A0 = A1 A0 A1.
This is whyG reduces to the honeycomb lattice.

However, the automorphisms (3.4) of the functionS.tp/ do not in general satisfy
(4.10). On its Riemann sheetsD021, D211 we find from (3.6) thatr = −2 and 1. Thus
from (3.5) the analytic continuation ofS.tp/ is .yp=xp/

−2S0.tp/ and.yp=xp/S0.tp/ on
each sheet, respectively (ignoring factors of!). Thus the result forY depends on the
route taken to it. (The same is true ofZ, but not forX.)

Hence the values ofzp (andwp) are the same onD021 andD211, butS.tp/ is different.
It follows thatzp,wp do not uniquely determineS.tp/. Hence neitherS.tp/ nor S.tp/

3

is a single-valued function of these hyperelliptic variableszp; wp: one must look
elsewhere for such a parametrisation.

.1;3/

.2;2/X

.3;1/

.0; 1/

.1; 0/

.−2;0/

.−1;−1/

.0;−2/

Y

Z

D

.1;2/

.2;1/

.−1; 1/

.0; 0/

.1;−1/

.−3;−2/

.−2;−3/

.−2;−1/

.−1;−2/

2

0

1

1

2

2
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1
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2

2
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1

2

FIGURE 4. The honeycomb lattice formed by the hyperelliptic variablesz;w in either parametrisation.
Circles (squares) denote sites of even (odd) parity.

5. The alternative hyperelliptic parametrisation for N = 3

There is another way of parametrisingk; xp; yp; ¼p; tp so that the nomex is small
whenk′ is small. It can be obtained from the original parametrisation of the previous
section by a simple mapping, and we do this in the Appendix. We take the results
(A.1)–(A.4) therein and drop the hats onxp; yp; : : : ;V;M to obtain

−k′2 = 27x
∞∏

n=1

(
1 − x3n

1 − xn

)12

: (5.1)
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yp=xp = !h.zp/ = h.−1=wp/ = !2h.−wp=zp/; (5.2)

−x−3
p y3

p¼
−6
p = �.xzp=w

2
p/

3 = �.−xzpwp/
3 = �.−xwp=z

2
p/

3: (5.3)

zRp = −xwp; zSp = −1=.xwp/; zV p = −1=wp;

wRp = wp=zp; wSp = −1=.xzp/; wV p = zp=wp:
(5.4)

Again zMp = zp, wMp = wp. These equations replace (4.1), (4.4), (4.5), (4.7) of
Section4. The functionsh.z/, �.z/ remain defined by (4.2) and (4.3), and the relation
(4.6) remains satisfied.

We now regardxp; yp; : : : ;V;M as being the same variables and automorphisms
as those above, satisfying (2.1), (2.2) and (2.3). Then the hyperelliptic variables
x; zp; wp aredifferent from those of Section4. If one takesp ∈ D and expands the
functions in powers of the low-temperature variablek′, then to leading orderzp; wp are
the same as thezp; wp of Section4, being of order unity and satisfyingwp = zp + 1;
x is negated and is of orderk′.

The three automorphisms that leavetp unchanged while takingD to D0, D1, D2

are again given by (4.8) and (4.9). Using the rules (5.4), we find thatzp; wp transform
according to the rules

q = Ai p : zq = x2−i −3Ž.i /=zp; wq = xi −1=wp; (5.5)

for i = 0; 1; 2, writing Ži asŽ.i /. If z0
p; w

0
p are the values ofzp; wp on the central

sheetD, then it follows that on any Riemann sheet the analytic continuations ofzp; wp

(for a given value oftp) are

xm.z0
p/

±1; xn.w0
p/

±1; (5.6)

choosing the upper (lower) signs on sheets of even (odd) parity. Herem; n are integers
satisfying

m + n =
{

0 .mod 3/ on even sheets;

1 .mod 3/ on odd sheets:

The Riemann surface forzp; wp therefore corresponds to a two-dimensional graphG,
each site ofG being specified by the two integersm; n.

In fact thisG is the honeycomb lattice shown in Figure4, but we must interpret it
slightly differently from how we did in Section4. Adjacent sites still correspond to
adjacent Riemann sheets, and the parities of the sites are shown as in Section4 by
circles and squares. Again, on odd sitesyp ' !i , wherei is the number shown in the
figure. However, on even sites we now takexp ' !i . For each site, the bracketed
integers shown in Figure4 are now the integers.m; n/ of (5.6).
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As in the previous section, the sitesX;Y; Z in the figure are third neighbours of
the central siteD, and each can be reached fromD in two three-step ways. There
is the difference that thej of Di jk is now the number inside the corresponding circle
of Figure4, so in this sectionX is bothD210 andD120, so from (3.2) and (3.3) it is
obtainable fromD by the mapsA2 A0 A1 andA1 A0 A2. The reason we can identifyD210

with D120 is that (5.5) implies thatA2 A0 A1 = A1 A0 A2. More generally, it implies that

Ai Aj Ak = Ak Aj Ai (5.7)

for all permutationsi; j ; k of 0; 1; 2. This means that eachX;Y; Z corresponds to
a single Riemann sheet rather than two, and is the reason thatG reduces (for the
functionszp; wp of tp) from the full Cayley tree to the honeycomb lattice.

Properties ofzp, wp, S(t p) Within the central domainD there is some circle of non-
zero radius, centre the origin, such that none ofzp; wp; 1=zp; 1=wp; zp=wp; wp=zp can
lie within the circle (forx small the radius is of orderx1=2). Two special values ofp
that lie withinD are

p.1/ : zp =− 1

wp
=−wp

zp
=!2; yp =0; xp = k1=3; S.tp/=1; (5.8)

and

p.2/ : zp =− 1

wp
=−wp

zp
=!; yp =∞; xp = k−1=3; S.tp/= k−2=9; (5.9)

using (2.1) and (2.7).
Remembering thatxp ' 1, one can verify that the conditions (4.6), (5.2) are

satisfied. These are the only two points withinD whereyp=xp has a zero or pole.
Any point where one ofzp;−1=wp;−wp=zp is equal to!2xm or!xm, for non-zero

integerm, necessarily liesoutsideD (that is, on another Riemann sheet). It follows
that the functionsG.zp/; : : : ; h.−wp=zp/ defined and used in the next section have no
zeros or poles forp ∈ D: they are finite and non-zero therein. The same is true ofxp,
S.tp/ and the functioñS.zp; wp/ defined below.

Now consider the mapsAi for the functionS.tp/, as given in (3.4)–(3.6). The
mappingAi Aj Ak simply multiplies S.tp/ by a power of! and by.yp=xp/

r , where
r = −Ži + Ž j − Žk. Obviously this exponentr is unchanged by interchangingi with k,
so is the same for both sides of (5.7).

The powers of! arenot necessarily the same, but we can avoid this difficulty by
simply working with S.tp/

3 instead ofS.tp/. The automorphismsAi for S.tp/
3 do

satisfy (5.7) andS.tp/
3 is the same on the two sheetsD210, D120, so againX reduces

to a single sheet. Similarly, so doY andZ.
As a result,S.tp/

3 is uniquely determinedif we know zp andwp. In fact on any
Riemann sheet.m; n/ the analytic continuation ofS.tp/

3 is

.yp=xp/
3r S0.tp/

3; (5.10)
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where

r =
{
.m + n/=3 on even sheets;

.m + n − 1/=3 on odd sheets:
(5.11)

Thexp; yp in (5.10) are those of the sheet under consideration.
It therefore makes sense to look for a single-valued meromorphic function ofzp

andwp that is equal toS.tp/
3. We can writeS.tp/ itself asS.zp; wp/ provided we

accept that it is three-valued in the rather trivial way that its values differ by factors
of !. Then from the automorphisms (3.4) and (5.5), this function must satisfy the
three relations

S.zp; wp/ = .xp=yp/S.x
−1z−1

p ; x−1w−1
p / = S.xz−1

p ; w
−1
p / = S.z−1

p ; xw−1
p / (5.12)

for all zp; wp. Also, using (2.2) and (5.4), the relation (2.7) becomes

S.zp; wp/S.−1=wp; zp=wp/S.−wp=zp;−1=zp/ = k−1=3xp: (5.13)

The functionx−1
p has no zeros or poles on even sheets, whereas on odd sheets

(whereyp ' !i ) it has the same zeros and poles asyp=xp. It is therefore useful to
work not with S.zp; wp/

3, but the function

S̃.zp; wp/ = x−1
p S.zp; wp/

3; (5.14)

since from (5.10) and (5.11) this has the same poles and zeros as.yp=xp/
m+n on all

Riemann sheets.m; n/, even and odd. From (5.2) we can write.yp=xp/ as a function
of eitherzp; wp or zp=wp: this suggests that it may be possible to writeS̃.zp; wp/ as
a product of functions of these individual variables. We do this in the next section.

6. S(t p) as a function ofzp, wp

Define the functions

F.z/ =
∞∏
j =1

.1 − x j z/ j

.1 − x j z−1/ j
and G.z/ = F.!z/

F.!2z/
; (6.1)

so F.z/ = 1=F.z−1/, G.z/ = G.z−1/ and

G.z/=G.xz/ = !h.z/ (6.2)

for all complex numbersz.
Consider the product

P = G.zp/
Þ G.−1=wp/

þ G.−wp=zp/
 (6.3)
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for arbitrary integersÞ; þ;  . As a first step, we ask if we can chooseÞ; þ;  so thatP
has the same poles and zeros asS̃.zp; wp/, that is, as.yp=xp/

m+n on all sheets.m; n/.
The integersm; n specify a sheet and are defined in (5.6). From (5.2), on sheet

.m; n/ the functionyp=xp has a simple zero whenzp = xm!2, wp = −xn!, zp=wp =
−!m−n!. Any one of these equalities implies the other two, so at this pointS̃.zp; wp/

has a zero of orderm+n. On the other hand, the three factors ofP have zeros of order
−mÞ; nþ; .m− n/ , respectively. Thus we requirem+ n = −mÞ+ nþ+ .m− n/ ,
for all allowed integersm; n and fixed values ofÞ; þ;  . This will be so if and only if

Þ =  − 1; þ =  + 1: (6.4)

There are also possible zeros and poles whenzp = xm!, wp = −xn!2, zp=wp =
−!m−n!2, but the only difference from the above is that all the orders are negated, so
again we obtain the conditions (6.4).

Neither S̃.zp; wp/ not P has any other other zeros or poles, andS̃.zp; wp/ is
independent of the integer , which is still arbitrary. Substituting (6.4) into (6.3), this
implies that the functions

S̃.zp; wp/G.zp/=G.−1=wp/; G.zp/G.−1=wp/G.−wp=zp/

have no zeros or poles anywhere on the Riemann surface. Using (5.8) and (5.14), they
have valuesk−1=3; F.!/−3 at p = p.1/, so if they were constants it would follow that

S̃.zp; wp/ = k−1=3G.−1=wp/=G.zp/; (6.5)

G.zp/G.−1=wp/G.−wp=zp/ = 1=F.!/3: (6.6)

We can prove that these relations are indeed true by using Liouville’s theorem for
a single Riemann sheet. LetT.zp; wp/ be the ratio of the RHS of (5.14) to the RHS
of (6.5). Then from (5.12) and (6.1)–(6.2) it follows that

T.zp; wp/ = T.x−1z−1
p ; x−1w−1

p / = T.x z−1
p ; w

−1
p / = T.z−1

p ; xw−1
p /:

Thus the functionT is unchanged by the three automorphismsA0; A1; A2. It is
therefore a single-valued function of the variabletp , withoutthe branch cuts of Figure2.
It has no zeros or poles inD, so it has no zeros or poles in the complextp plane,
including the point at infinity. By Liouville’s theorem it is therefore a constant. It is
unity whenzp = !2 or !, that is, whentp = 0 or ∞, so it is one. This proves the
identity (6.5). The identity (6.6) can be proved similarly by takingT.zp; wp/ to be
the ratio of of the LHS of (6.6) to the RHS.
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Two more identities We originally tried a much more general ansatz for the prod-
uct P, allowing for factors such as 1− x j z raised to a power linear inj and
mod . j ; 3/. As a result we discovered yet two more identities satisfied byzp; wp.
Define the function

h̃.z/ =
∞∏

n=1

.1 − x3n−2!z/.1− x3n−1!2=z/

.1 − x3n−2!2z/.1 − x3n−1!=z/
;

then we find that

h̃.zp/ h̃.−wp/ = h̃.−1=wp/ h̃.−zp=wp/ = h̃.−wp=zp/ h̃.1=zp/: (6.7)

We can prove these identities in a similar way. First note that

h̃
(x

z

)
= 1

h̃.z/
; h̃

( z

x

)
= !2

h̃.x−1z−1/
and h.z/ = h̃

( z

x

)
h̃.z/ h̃

(
1

z

)

for all z. We can use this last formula and (5.2) to eliminate ratios such as

h̃.−x−1w−1/

h̃.x−1z/

in favour ofh̃ functions whose arguments do not containx−1 as a factor. Using this fact
and applying the automorphismsA0; A1; A2 to the ratios of the expressions in (6.7),
we find that the automorphisms merely permute these ratios. If we write the three
expressions asJ1; J2; J3 and form, for arbitraryÞ,

T.zp; wp/ =
(
Þ − J2

J1

)(
Þ − J3

J2

)(
Þ − J1

J3

)(
Þ − J1

J2

)(
Þ − J2

J3

)(
Þ − J3

J1

)
;

then thisT.zp; wp/ is unchanged by the automorphisms, so is a single-valued function
of tp. It has no zeros or poles inD, so by Liouville’s theorem it is a constant. At
p = p.1/ or p.2/, the Ji ’s are equal, so for allzp; wp

T.zp; wp/ = .Þ − 1/6:

It follows that J1 = J2 = J3 for all tp, which establishes the identities (6.7).
For an arbitrarly chosen numerical value ofzp, working to 32 digits of accuracy, we

have successfully checked the identities (6.5)–(6.7) to twenty terms in an expansion
in powers ofx.

From (2.2) and (5.4), the mapp → RSV ptakesxp; tp; zp; wp to 1=xp, 1=tp, −wp,
−zp. From (5.14) and (6.5), noting thatG.−1=wp/ = G.−wp/, it is apparent that

SpSRSV p= S.zp; wp/S.−wp;−zp/ = k−2=9;

in agreement with (2.9).
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7. Summary

For the case whenN = 3 andq is related top by (2.4), the generalised order
parameter functionGpq.r / is given by (2.5), wherex−1

p S.tp/
3 can be simply expressed

by (5.14) and (6.5) as a product of functions of the hyperelliptic variableszp; wp

of Section5. This is the first time that a thermodynamic property of theN > 2
chiral Potts model has been so expressed. (As distinct from algebraic functions of the
Boltzmann weights, such as the function off pq of [12].)

The functionsF.z/, G.z/ in (6.1) are infinite products similar to elliptic functions,
except that factors such as 1− x j z are raised to the powerj . Such extensions of
elliptic functions occur in the free energies of other solvable models, notably the Ising
model. Good examples are [13, Equations (B.10), (B.17) and (B.18)].

We emphasise that (5.14) and (6.5) are in terms of thealternativehyperelliptic
parametrisation of Section5 herein. Papers [8] to [16] are in terms of the original
hyperelliptic parametrisation of Section4.

It is still an interesting question whetherGpq.r / can be simply expressed as a
function of such variables for arbitraryp;q. The result of this paper implies that one
must use the hyperelliptic parametrisation of Section5, rather than that of Section4.
There is a difficulty with this: if we writeR6 p; R6q asp′;q′, the relations (5.4) imply
that zp′ = zp andwp′ = wp, whereas it isnot true thatGp′;q.r / = Gpq.r / or that
Gp;q′.r / = Gpq.r /. This means thatGpq.r / cannot be a single-valued function of
zp; wp; zq; wq. However, the functionL pq.r / = Gpq.r /GRq;Rp.r / of [11] is unchanged
by p → p′, and byq → q′, so may be so expressible.

Appendix A.

Here we show how the alternative hyperelliptic parametrisation of Section5 can be
obtained from the original parametrisation of Section4 by a simple mapping.

Let k, k′, xp, yp, ¼p, tp be the variables of Section4. Define new variableŝk, k̂′,
x̂p, ŷp, ¼̂p, t̂p so that

k = k̂−1; k′ = i k̂′=k̂; xp = 1=x̂p; yp = ŷp;

¼p = e− i ³=2N x̂p¼̂p; yp=xp = t̂p:

Leavex; zp; wp and the functionsh.z/, �.z/ unchanged.
Then the relations (1.1), (2.1) remain satisfied if we replacek, k′, xp, yp, ¼p, tp

therein byk̂; k̂′; x̂p; ŷp; ¼̂p; t̂p. The relations (4.1), (4.4), (4.5) become

−k̂′2 = 27x
∞∏

n=1

(
1 − x3n

1 − xn

)12

; (A.1)
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ŷp=x̂p = !h.zp/ = h.−1=wp/ = !2h.−wp=zp; x/; (A.2)

−x̂−3
p ŷ3

p ¼̂
−6
p = �.xzp=w

2
p/

3 = �.−xzpwp/
3 = �.−xwp=z

2
p/

3: (A.3)

Define automorphismŝR, Ŝ, V̂ , M̂ by (2.2) with xp; yp; : : : ;Mp replaced by
x̂p; ŷp; : : : ; M̂p. Then

R̂ = V S; Ŝ = M−1V−1R; V̂ = V; M̂ = M

and the relations (2.3) remain satisfied ifR, S, V , M therein are replaced bŷR, Ŝ, V̂ ,
M̂. From (4.7) it follows that

zR̂ p = −xwp; zŜ p = −1=.xwp/; zV̂ p = −1=wp;

wR̂ p = wp=zp; wŜ p = −1=.xzp/; wV̂ p = zp=wp:
(A.4)

Now drop the hats on̂k; k̂′; x̂p; : : : ; M̂ to obtain (5.1)–(5.4). Equations (1.1), (2.1),
(2.2) remain true.
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