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Abstract

The notions of limits and colimits are studied in the category ofC∗-algebras. It is shown that limits and
colimits of diagrams ofC∗-algebras are stable under tensor product by a fixedC∗-algebra, and crossed
product by a locally compact group.
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1. Introduction

In a recent paper, Pedersen has initiated a systematic study of pullback and pushout
constructions and their intrinsic connection with extensions and free products inC∗-
algebra theory ([6]). In this paper we investigate the more general notions of limits
and colimits in the category ofC∗-algebras, which include pullback and pushout as
special cases. Our main results Theorem3.3 and Theorem4.2 are generalization of
[6, Theorem 4.8 and Theorem 6.3] to colimits of diagrams ofC∗-algebras. Namely,
assuming some restrictions, colimits of diagrams ofC∗-algebrasare shown to be stable
under tensoring by a fixedC∗-algebra, and under crossed product with a fixed group.
To prove these results we need to assume that the diagrams are connected and that the
connecting morphisms are proper. However, this restriction is not needed in the case
of limits. Examples of connected diagrams are pullback, pushout, and direct limits.
The paper is organized as follows. In Section2, we gather notations, terminologies,
and several constructions from category theory. In particular, the notions of limits
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and colimits which are the main subjects of the paper are discussed extensively. The
colimit of a diagram is seen to be a generalized amalgamated free product of the
C∗-algebras appearing in the diagram , while the limit is aC∗-subalgebra of the direct
product of the family. Section3, is devoted to tensor products and our main theorem in
this section (Theorem3.3) shows that if a diagram ofC∗-algebras is tensored (maximal
tensor product) by aC∗-algebra, then the colimit of the resulting diagram is obtained
simply by taking the tensor product of the colimit of the original diagram with the
tensoringC∗-algebra. In Section4 we prove a similar theorem (Theorem4.2) for the
full crossed product by a locally compact group when the algebras in the diagram are
equipped with an action of a locally compact group. The stability of the limit of a
diagram under tensor product (minimal and maximal) and crossed product (full and
reduced) is proved in Section4. In the case of minimal tensor product or the reduced
crossed product we need the tensoringC∗-algebra or the group to be exact (cf. [9]).
Throughout,C∗-alg denotes the category ofC∗-algebras. The maps in this category
are∗-homomorphisms ofC∗-algebras.

As alluded to, this work was motivated by the recent work ([6]) of Pedersen on
pullbacks and pushouts. Much of the ideas and techniques used in this paper are based
on that article.

2. Constructions

In this section we introduce our notations, definitions and several constructions.
The notions of limit and colimit in the category ofC∗-algebras are given. As well,
equalizers and coequalizers inC∗-alg and their relation with limits and colimits are
studied. We show that in the categoryC∗-alg both limits and colimits exist. The
existence of pullbacks and pushouts then follow as special cases. Our main reference
for categorical results is ([4]).

DEFINITION 2.1. Let I be a small (indexed) category with a set of objects and a
set of morphisms. Adiagram, D, in C∗-alg, indexed byI , is a functorI → C∗-alg.
In other words, for eachi ∈ I , A.i / = Ai and for eachi → j in I , there is a map

Ai
Þi j−→ Aj in C∗-alg. Fori; j ∈ I , i ≤ j would mean that there exists a mapi → j

in the categoryI including the identity maps.

For example anyC∗-algebraC determines a constant diagram, which has the same
valueC for all i ∈ I .

DEFINITION 2.2. A coconeis a map from a diagramD to a constant diagramC
(called the vertext), which consists of a family of maps{Ai

�i−→ C}i∈ I , denoted by
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� : D→ C such that the triangle

Ai Aj

C

Þi j

�i � j

commutes, whereÞi j is the induced map fromi → j in I .

A coconeD
�→ C with vertexC is universalto D when for every other cocone

f : D → C′ there is a unique map
 : C → C′ with 
 �i = fi for all i ∈ I as in the
following commutative diagram

Ai Aj

C

C ′

Þi j

�i � j




fi f j

The universal cocone, if it exists, is called thecolimit of the diagramD and is
denoted byC = lim−→ D. For example, ifI is the category← • →, then the colimit
is called apushout, and whenI is • � •, the colimit is called acoequalizer(where
we have indicated only the nonidentity maps). The dual notion of colimit islimit. A
cone is a diagram map from a constant diagramC to some other diagramD, which
consists of a family of maps

{
C

fi−→ Ai

}
i∈ I

, denoted byf : C → D, such that the
triangle

C

Ai Aj

fi f j

Þi j

commutes, whereÞi j is the induced map fromi → j in I .
The universal cone, if it exists, is called thelimit of the diagramD and is denoted

by C = lim−→ D. For example, ifI has two elements as a discrete category, then a
diagram is just a pair ofC∗-algebras and a limit of that diagram is the product of these
C∗-algebras. The limits of the category→ •← is called a pullback and that of•� •
anequalizer.

We show thatC∗-alg is closed under colimits. Given a family{Ai }i∈ I of C∗-
algebras, thecoproductof the family is the universalC∗-algebraA such that there
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exists a morphism from eachAi into A compatible with the connecting morphisms of
the diagram and ifB is anotherC∗-algebra with these properties, then there exists a
unique morphism fromA to B making the relevant diagrams commutative.

LEMMA 2.3. Let {Ai }i∈ I be any family ofC∗-algebras. Then the coproduct of this
family exists.

PROOF. LetF be the set of finite subsets ofI . Then, forF ∈ F , it is easy to see
that the coproduct of{Af } f ∈F is just the free product ofAf for f ∈ F . If we denote
these free products byAF = ∐

f∈F Af , then we get a directed system ofC∗-algebras
{AF }F∈F . Now the directed limit of this new family ofC∗-algebras is the coproduct
of the family {Ai }i∈ I which we denote byA = ∐

i∈ I Ai . Clearly, there exists an
embedding from eachAi into A =∐

i∈ I Ai . On the other hand, if for eachi ∈ I there
is a morphismÞi from Ai to anotherC∗-algebraB, then for eachF ∈ F , sinceAF

is finite coproduct, there exists a unique mapþF from AF to B making the triangles
commute:

Af AF

B

Þi
þF

Now sinceA is the directed limit ofAF ’s, there is a unique map
 from A to B making
the following diagram commutative

Af AF A

B

Þi

þF

Therefore, theC∗-algebraA has the universal property of coproduct.

REMARK 2.4. The coproduct of a family{Ai }i∈ I is denoted by
∐

i Ai . If D= {Ai }i∈ I

is a diagram ofC∗-algebras,
∐

i≤ j Aj , will denote the coproduct of the family{Aj }i≤ j

obtained by adding for eachi < j one copy ofAj to the original family. Similarly,∏
i≤ j Ai denotes the product of the family{Ai }i≤ j obtained by adding for eachi < j

one copy ofAi to the original family.

Next we show that inC∗-alg every pair of parallel arrows have a coequalizer.

LEMMA 2.5. Let A Bg

f
be parallel maps inC∗-alg. Then the coequalizer and

the equalizer off andg exist.
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PROOF. We show that the diagram

A B B=〈 f .x/ − g.x/〉g

f ³

where 〈 f .x/− g.x/〉 denotes the closed ideal ofB generated by the differences
f .x/ − g.x/ and³ is the canonical surjection is the coequalizer of the two maps.

Obviously,³ f = ³g. Now if B
h→ D is any map fromB to D such thath f = hg,

then we can define
 : B=〈 f .x/ − g.x/〉 → D by 
 .b+ I / = h.b/, for all b ∈ B. It
is easy to see that the map
 is well defined and unique. Therefore the above diagram
is a coequalizer. It is clear thatE = {x ∈ A : f .x/ = g.x/} is the equalizer of the
two mapsf andg.

EXAMPLE. The Calkin algebra is a coequalizer for the embeddingK .H /→ B.H /
and the zero map. Similarly,each quotient is a coequalizer.

THEOREM 2.6. In C∗-alg every diagram has a colimit.

PROOF. Let D= {Ai }i∈ I be a diagram inC∗-alg, whereI is an indexed category.
Consider the following diagram

Ai Ai

∐
i≤ j Ai

∐
i∈ I Ai

Ai Aj

g

f

id

Þi j

�i �i

�i � j

Since
∐

i≤ j Aj is a coproduct, there exists a unique mapf making the upper square
commute and a unique mapg such that the lower square commutes. By Lemma2.5,
there is a coequalizer diagram for the two mapsf andg,

∐
i≤ j Aj

∐
i∈ I Ai C:g

f ³

Now we will show thatC is in fact the colimit of the diagramD. The map³
composite with the injections�i gives maps¦i = ³�i : Ai → C for eachi . Since³ is
a coequalizer,

¦ jÞi j = ³� jÞi j = ³g�i = ³ f �i = ³�i = ¦i :

HenceD
¦→ C is a cocone. IfD


→ E is any other such cocone, its mapsAi

i→ E

factor through a unique map
∐

i∈ I Ai
k→ E from the coproduct. In other words,
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k�i = 
i for all i . Since
 is a cocone,k f = kg. And ³ being a coequalizer, there
exists a uniqueC

Ž→ E such thatŽ³ = k. Therefore

Ž¦i = Žc�i = k�i = 
i

for all i . HenceŽ¦ = 
 , that is,
 factors through¦ . This proves that.C; ¦ / is
a universal cocone. Therefore,.C; ¦ / is colimit for the diagramD, that is,C =
lim−→ D.

COROLLARY 2.7. In C∗-alg pushouts exist.

PROOF. Since a pushout is the colimit of a diagram← • →, by Theorem2.6, it
exists inC∗-alg.

LEMMA 2.8. In C∗-alg, every coequalizer is a pushout and conversely every pushout
is a coequalizer.

PROOF. Let A B Cg

f ³ be a coequalizer diagram inC∗-alg. Then the follow-
ing diagram is pushout

A ∗ B B

B C

X

. f
I /

.g
I/ ³

³

y

x

where
( f

I

)
and

(g
I

)
are the unique induced maps from the coproduct (free product)

A ∗ B. If x; y : B → X are two maps withx
( f

I

) = y
(g

I

)
, thenx f = yg andx = y.

But ³ is coequalizer, so there exists a unique mapC

→ X such that
³ = x = y.

Hence the diagram is pushout. The converse follows dually.

The following theorem is the dual of Theorem2.6, which shows thatC∗-alg is also
closed under limits.

THEOREM 2.9. Any diagramD in C∗-alg has a limit.

PROOF. By Lemma2.5, the equalizer of any two parallel maps exists inC∗-alg.
If we show that the product of any family ofC∗-algebras exists, then the limit of
the diagramD would be the equalizer of the two parallel maps between

∏
i∈ I Ai

and
∏

i≤ j Aj , and the proof is the dual of Theorem2.6. Given {Ai }i∈ I , a family of
C∗-algebras, the product of the family is simply the direct product denoted by

∏
i Ai .
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This is theC∗-algebra of functions defined onI such thatf .i / ∈ Ai andi → ‖ f .i /‖
is bounded, under pointwise operations. ThisC∗-algebra has also universal property
of product. For, if

{
C

³i→ Ai

}
i∈ I

is a family of maps from aC∗-algebra C toAi , then
we define the unique mapC


→∏
i Ai by 
 .c/ = f , where f .i / = ³i .c/.

In fact, an explicit description of the limit of a diagramD.{Ai }i∈ I / as aC∗-
subalgebra is given by

lim←− D =
{

f ∈
∏

i

Ai : f . j / = Þi j . f .i //; Þi j : Ai → Ai

}
:

COROLLARY 2.10. In C∗-alg pullbacks exist.

PROOF. Since a pullback is the limit of a diagram→ •←, by Theorem2.9it exists
in C∗-alg.

LEMMA 2.11. In C∗-alg every equalizer is a pullback and conversely a pullback is
an equalizer.

PROOF. Let E A Bg

fe be an equalizer diagram inC∗-alg. Then the following
diagram is pullback

E A

A A× B

e

e

.I ; f /

.I ;g/

where I is the identity mapA
I→ A. If a;b : Y → A are two maps fromY to A

such that.I ; g/a = .I ; f /b, thenga= f b anda = b. SinceE is an equalizer, there
exists a unique mapY

Þ→ E such thateÞ = a = b. Therefore the above diagram is
pullback. The converse follows dually.

3. Tensor products

In this section we prove that colimit diagrams are stable under maximal tensor
product by a fixedC∗-algebraY. Throughout this paper⊗ will denote the maximal
tensor product. Recall that a morphismÞ : A → B betweenC∗-algebras is said
to be proper if for any approximate unit.ui / of A, (Þ.ui /) is an approximate unit
of B. For aC∗-algebraA, M.A/ denotes the multiplier algebra ofA. It is easy to see
that a proper morphismÞ : A→ B extends to a morphism fromM.A/ into M.B/.
Let D = {Ai }i∈ I be a diagram ofC∗-algebras. Then,D ⊗ Y denotes the diagram
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obtained by taking the maximal tensor product of the members ofD by Y. Given a
mapÞ : A→ B, the induced morphism,Þ ⊗ i from A⊗ Y into B⊗ Y will always
be denoted byÞ. The case of minimal tensor product is considered at the end of the
next section along with the reduced crossed product.

DEFINITION 3.1. A diagram, D, of C∗-algebras is said to be connected if given
Ai ; Aj ∈ D, at least one of the following holds

.i/ there exists a morphismÞi j : Ai → Aj ;
.ii/ there exists a morphismÞ j i : Aj → Ai ;
.iii / there existsk ∈ I and morphismsÞi k : Ai → Ak andÞ jk : Aj → Ak;
.iv/ there existsk ∈ I and morphismsÞki : Ak → Ai andÞk j : Ak → Aj .

For Ai ; Aj ; Ak in D with morphismsÞki : Ak → Ai , Þk j : Ak → Aj let Ai j be the
corresponding pushout given by the commutative diagram

Ak Ai

Aj Ai j

Þki

Þk j

TheC∗-algebraAi j may not be inD. Denote byD̃ the diagram obtained by adding all
such pushouts toD, that is, the pushout completion ofD. The pullback completion
is defined similarly and denoted bŷD. With these conventions we have the following
lemma whose proof is routine and omitted.

LEMMA 3.2. Let D be a diagram ofC∗-algebras. Then,

.i/ lim−→ D = lim−→ D̃;

.ii/ lim←− D = lim←− D̂.

THEOREM 3.3. Let D be a connected diagram ofC∗-algebras such that the con-
necting morphisms are proper. Then, for anyC∗-algebraY, lim−→.D⊗Y/ = lim−→ D⊗Y.

PROOF. Let A = lim−→ D. We want to prove thatA⊗Y = lim−→.D⊗Y/. First assume

thatY is a unitalC∗-algebra. For eachi ∈ I , let S i : Ai ⊗ Y → Z be a morphism
into theC∗ algebraZ such that for alli; j the diagram

Ai ⊗ Y Aj ⊗ Y

Z

SÞi j

S i S j
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commutes, whereSÞi j = Þi j ⊗ I . Restrict eachS i to Ai to get commuting diagrams

Ai Aj

Z

Þi j

 i  j

Hence, there exists a unique morphism¦ : A→ Z such that the triangles

Z

A

Ai AjÞi j

 i  j

¦

'i ' j

are commutative, that is j = ¦ ◦' j for all j ∈ I , where'i : A1→ A is the injection.
Next, consider the diagrams

Ai ⊗ Y Aj ⊗ Y

Zi j

SÞi j

S i S j

whereZi j is theC∗-subalgebra ofZ generated byS j .Aj ⊗ Y/
⋃ S i .Ai ⊗ Y/. Since

SÞi j is proper, an application of ([6, Lemma 4.4]) shows that there exists a map
S i : M.Ai ⊗ Y/ → M.Zi j / ⊂ M.Z/, an extension ofS i , where the last inclusion
follows from ([5, 3.12.12]). Now, in view of the inclusionY ∼= I ⊗ Y ⊂ M.Ai ⊗ Y/
we obtain morphisms²i = S i |Y : Y→ M.Z/. We show that²i .y/ is independent of
i for eachy ∈ Y. Giveni; j ∈ I , using the connectedness of the diagramD, there are
three cases. There existsÞi j : Ai → Aj (or from Aj to Ai ), or there existsk ∈ I and
morphismsÞi k : Ai → Ak andÞ jk : Aj → Ak, or Þki : Ak → Ai andÞk j : Ak → Aj .
Since the morphismsÞi j ’s are proper we obtain commuting diagrams

M.Ai ⊗ Y/ M.Aj ⊗ Y/

M.Z/

SÞi j

S i S j

and

M.Ai ⊗ Y/ M.Ak ⊗ Y/ M.Aj ⊗ Y/

M.Z/

SÞik SÞk j

S i

S k S j
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The claim in the first two cases follows easily from the commutativity of the above
diagrams. The third case is reduced to the previous cases by using Lemma3.2. To
see that².y/ commutes with¦.a/ for eachy ∈ Y anda ∈ A, it suffices to verify this
for a ∈ Ai . But,

¦.'.a//².y/ =  i .a⊗ 1/ i .1⊗ y/ =  i .a ⊗ y/:

On the other hand,

².y/¦ .'.a// = .¦ .'.a∗//².y∗//∗ = . i .a
∗ ⊗ y∗//∗ =  i .a⊗ y/:

Hence,².y/ commutes with¦.'.Ai //. Since
⋃

i 'i .Ai / generatesA it follows that
for eachy ∈ Y, ².y/ commutes with¦.A/. There exists, by ([7, Proposition 4.7]), a
unique morphism− : A⊗ Y→ Z such that−.a ⊗ y/ = ¦.a/².y/. To complete the
proof we must show that the triangles

Z

A⊗ Y

Ai ⊗ Y AjSÞi j

S i S j

−

S'i S' j

commute, that is, i .x/ = −.S'i .x//. It is enough to check this for the elements of the
form a⊗ y ∈ Ai ⊗ Y.

−.S'i .a⊗ y// = −.S'i .a/ ⊗ y/ = ¦.'i .a//².y/

=  i .a⊗ 1/ i .1⊗ y/ =  i .a⊗ y/:

Finally, we consider the non-unital case. Given coherent morphisms i : Ai⊗Y→
Z, first as before we extend them to get morphismsS i : M.Ai ⊗ Y/ → M.Z/.
Since Ai ⊗ Y is an essential ideal inAi ⊗ Ỹ, where Ỹ is the unitization ofY,
we have thatAi ⊗ Ỹ ⊂ M.Ai ⊗ Y/. Hence, by restriction we obtain morphisms
S i : Ai ⊗ Ỹ → M.Z/. By the first part of the proof there exists a morphism
S¦ : A⊗ Ỹ → M.Z/ such that for eachi ∈ I , S i = S¦ ◦ S'i . Let ¦ = S¦ |A⊗Y. Then,
 i = ¦ ◦ S'i for all i ∈ I . This completes the proof.

REMARK 3.4. The above theorem is false if the connectedness is not assumed.
For the simplest nonconnected diagram consisting of two pointsA and B and no
morphism, the theorem implies that.A ∗ B/ ⊗ D ∼= .A⊗ D/ ∗ .B ⊗ D/ which is
false. Any disconnected diagram can be reduced to the discrete case of points and no
morphisms by taking the colimits of its components.
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4. Crossed products

Let G be a locally compact group. An action ofG on a C∗-algebraA is a
homomorphismÞ : G→ Aut (A), Aut(A) being the automorphism group ofA, such
thatg→ Þ.g/a is continuous for eacha ∈ A. Thefull andreduced crossed products
A o G and A or G are theC∗-closures of the involutive algebraL1.G; A/ under
certain norms. See [5, 7.6] for details of crossed product constructions. Recall that if
the groupG acts on theC∗-algebrasA and B, then a morphismf : A→ B is said
to be equivariant if it commutes with the action ofG, that is, f .ga/ = g f .a/ for all
a ∈ A andg ∈ G.

PROPOSITION4.1. Let D = {Ai }i∈ I be a diagram ofC∗-algebras with a group
G acting on eachAi such that the connecting morphisms areG-equivariant. Let
A = lim−→ D andÃ = lim←− D. Then there exists a unique action ofG on A, and a unique
action onÃ such that the morphisms'i : Ai → A and³i : Ã→ Ai are equivariant
for all i ∈ I .

PROOF. For eachi ∈ I andg ∈ G we have a morphism'i ◦ g : Ai → A defined
by 'i ◦ g.x/ = 'i .gx/. Moreover, ifÞi j : Ai → Aj , then

'i ◦ g.Þi j .x// = 'i .gÞi j .x// = 'i .Þi j .gx// = 'i .gx/ = 'i ◦ g.x/:

Hence, by the universal property of colimit, there exists a unique morphism

¦g : A→ A

such that'i ◦ g = ¦g ◦'i . It is routine to check thatg→ ¦g defines an action ofG on
A. The limit case is similar or one may use the remarks following Theorem3.3and
define the action by.s f/.i / = s: f .i / for each f ∈ lim←− D, i ∈ I , ands ∈ G.

THEOREM 4.2. Let D be a connected diagram ofC∗-algebras equipped with an ac-
tion of a locally compact groupG. If, the connecting maps are proper and equivariant,
then

lim−→.D o G/ = lim−→ D o G;

where the action ofG on lim−→ D is given by Proposition4.1.

PROOF. Let A = lim−→ D and let'i : Ai → A be the injection. LetS³i : Ai ×G→ Y
be coherent morphisms into aC∗-algebraY. This means thatS³i ◦ SÞi j = S³ j , where
SÞi j : Ai × G → Aj × G is induced from theG-invariant morphismÞi j : Ai → Aj .
Assume thatY ⊂ B.H / for some Hilbert spaceH . By [5, Proposition 7.6.4] there
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exists a covariant representation.³i ;ui / of .Ai ;G/ such thatS³i = ³i × ui . First we
show that the diagram

Ai Aj

B.H /

Þi j

³i ³ j

commutes whenever there exists a morphismÞi j : Ai → Aj . Let { fk} be an approxi-
mate unit ofL1.G/. Then,

³ j .Þi j .a//ũ j . fk/ = S³ j .Þi j .a/ ⊗ fk/ = S³ j .SÞi j .a ⊗ fk//(1)

= S³i .a⊗ f / = ³i .a/ũi . fk/;

wherea ⊗ f denotes the function defined bya ⊗ f .g/ = f .g/a and ũi denotes
the representation ofL1.G/ induced byui . Taking limit ask → ∞ we obtain
³ j .Þi j .a// = ³i .a/ whena ∈ Ai . This shows that the morphisms³i are coherent.
Hence, there exists a unique morphism³ : A→ B.H / such that the triangles

B.H /

A

Ai AjÞi j

³i ³ j

³

'i ' j

commute. Next, we show that if there exists a morphismÞi j : Ai → Aj , and
y = ³.' j .Þi j .a///, then

ui .g/y = uj .g/y:(2)

This fact is needed later in the proof. First, iff ∈ Cc.G/, whereCc.G/ denotes the
algebra of compactly supported continuous complex valued functions onG, andg ∈
G, thenui .g/yũi . f / = uj .g/yũj . f /. To see this observe that,y = ³.' j .Þi j .a// =
³ j .Þi j .a// = ³i .a/. If f ∈ L1.G/, then by (1), ³ j .Þi j .a//ũ j . f / = ³i .a/ũi . f /.
Moreover, wheng ∈ G it is easy to see thatui .g/ũi . f / = ũi . fg/, where fg.h/ =
f .g−1h/ for h ∈ G. Now

ui .g/yũi . f / = ui .g/³i .a/ũi . f / = ³i .ga/ui .g/ũi . f /(3)

= ³i .ga/ũi . fg/ = ³ j .Þi j .ga//ũ j . fg/

= ³ j .Þi j .ga//uj .g/ũ j . f / = ³ j .gÞi j .a//uj .g/ũ j . f /

= uj .g/³ j .Þi j .a//ũ j . f / = uj .g/yũj . f /:
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Now (2) follows from (3) by taking the limit over an approximate unit ofL1.G/.
To define the representationu : G → B.H / such that.³;u/ is a covariant pair
for the C∗-dynamical system.A; ¦;G/ we proceed as follows. Without loss of
generality we assume that³ is nondegenerate. That is the linear span of the set
H̃ = {³.a/¾ : a ∈ A; ¾ ∈ H } is dense inH . Since

⋃
i 'i .Ai / generatesA and the

diagramD is connected, it suffices to defineu.g/ on vectors of the form³.'i .a//¾
for a ∈ Ai and¾ ∈ H . Let

u.g/.³.'i .a//¾/ = ui .g/³i .a/¾:

To show thatug is well defined we must prove that if³.'i .a//¾ = ³.' j .b//�, then
ug.³.'i .a///¾ = ug.³.' j .a///�. If there is a mapÞi j : Ai → Aj , then by (2),
ui .g/³i .a/ = uj .g/³i .a/ and hence

u.g/.³.'i .a//¾/ = ui .g/³i .a/ = uj .g/³i .a/¾

= uj .g/³ j .a/� = u.g/.³.' j .a//�/:

Next, suppose there is no morphism betweenAi and Aj but there exist mapsÞi k :
Ai → Ak andÞ jk : Aj → Ak for somek ∈ I . Then, using (2) we get

u.g/.³.'i .a//¾/ = ui .g/³i .a/ = uk.g/³i .a/¾ = uk.g/³ j .a/�

= uj .g/³ j .a/� = u.g/.³.' j .a//�/:

Finally, suppose there exist mapsÞki : Ak → Ai and Þk j : Ak → Aj for some
k ∈ I . Let Ai j be the resulting pushout ofÞki andÞk j (see Proposition4.1) added
to the diagramD. Since the maps are proper, by [6, Theorem 6.3] there exists a
covariant pair.³i j ;ui j / for the C∗-dynamical system.Ai j ;G/ which brings us back
to the previous case, and henceu is well defined. Clearlyug is bounded and hence
extends toH . To show thatug : H → H is a unitary operator again we must consider
three cases. Consider the generating vectors'i .a/¾ , ' j .b/� in H . If Þi j : Ai → Aj ,
a ∈ Ai , andb ∈ Aj , then using

〈u.g/³.'i .a//¾;ug³.' j ..b///�〉
= 〈ui .g/³i .a/¾;uj .g/³ j .b/�〉 = 〈uj .g/³i .a/¾;uj .g/³ j .b/�〉
= 〈³i .a/¾; ³ j .b/�〉 = 〈³.'i .a//¾; ³.' j .b//�〉;

where the second equality follows by using (2). The other cases can be dealt with
by using the connectedness of the diagram. This proves thatug is a unitary operator.
Now we prove thatg→ ug is a representation ofG. Let g;h ∈ G anda ∈ Ai . Then,

u.gh/³.'i .a//¾ = ui .gh/.³i .a/¾/ = ui .g/ui .h/³i .a/¾

= ui .g/.³i .ha/ui .h/¾/ = ug.³.'i .ha//ui .h/¾/

= ug.³i .ha/ui .h/¾/ = ug.ui .h/³i .a/¾/

= ug.uh.³.'i .a//¾//:
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Hence,u.gh/ = u.g/u.h/. It is also easy to show that ifgi → g in G, then
u.gi /¾ → u.g/¾ for each¾ ∈ H . Finally, to show that.³;u/ is a covariant pair, one
checks thatu.g/³.'i .a// = ³.g'i .a//u.g/ for g ∈ G, anda ∈ Ai for all i ∈ I . It
suffices to verify this identity for vectors of the form³ j .b/¾ for b ∈ Aj , ¾ ∈ H , and
j ∈ I . For this consider three cases.
Case I. There exists a map betweenAi and Aj . From the commutativity of the first
diagram on page108, we have

u.g/³.'i .a//.³ j .b/¾/ = ug³i .a/.³i .b/¾/ = u.g/³ j .Þi j .a/b/¾

= uj .g/³ j .Þi j .a//³ j .b/¾ = ³ j .Þi j .ga//uj .g/³ j .b/¾

= ³i .ga/uj .g/³ j .b/¾ = ³.'i .ga//u.g/³.' j .b//¾

= ³.g'i .a//u.g/³.'j .b//¾:

Case II. There is no morphism betweenAi and Aj but for somek ∈ I we have
morphismsÞi k : Ai → Ak andÞ jk : Aj → Ak. Using the corresponding commuting
diagram we have

u.g/³.'i .a//.³ j .b/¾/

= u.g/³.'k.Þi k.a///.³k.Þ jk.b//¾/ = u.g/³k.Þi k.a//³k.Þ jk.b//¾

= ³k.Þi k.ga//uk.g/³k.Þ jk.b//¾ = ³i .ga/uk.g/³k.Þ jk.b//¾

= ³i .ga/u.g/³ j .b/¾ = ³.g'i .a//u.g/³ j .b/¾:

Case III. For somek ∈ I there exists morphismsÞki : Ak → Ai andÞk j : Ak → Aj .
Let Ai j ; ³i j , andui j be as before. Then, we are back in the previous case. Since⋃

i 'i .Ai / generatesA, ug³.a/ = ³.ga/ug for all a ∈ A andg ∈ G. This proves that
.³;u/ is a covariant pair. It is straightforward to show that³ × u : A× G→ B.H /
is the desired map.

EXAMPLE. Let A B B=〈 f .x/− g.x/〉g

f ³ be a coequalizer situation (see
Lemma2.5) with a groupG acting on theC∗-algebrasA and B, and equivariant
morphismsf andg. Note that the idealI = 〈 f .x/− g.x/〉 is G invariant. Then, the
above theorem says that

Ao G Bo G
(
B=〈 f .x/ − g.x/〉)o G

ĝ

f̂ ³̂

is also a coequalizer. This means thatBoG=J ∼= B=IoG, whereJ = 〈 f̂ .t/ − ĝ.t/〉.
On the other hand, by the general properties of the crossed product,B=I o G ∼=
Bo G=I o G. From these we have conclude the relation

〈 f̂ .t/ − ĝ.t/〉 ∼= 〈 f .x/− g.x/〉o G:
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We end this section by proving the analogue of Theorem3.3and Theorem4.2for
limits. It turns out that the minimal tensor product and the reduced crossed product
must be considered in the case of limits. Recall that aC∗ -algebraY is said to be
exact if whenever a short exact sequence is minimal tensored byY it remains short
exact. On the other hand a groupG is said to be exact if given a short exact sequence
of C∗-algebras equipped with actions ofG and if the maps are equivariant, then the
sequence remains short exact upon taking reduced crossed product byG. See, for
example [1, 2, 3, 9] for more on the notion of exactness. We will denote byA⊗min B
the minimal tensor tensor product of theC∗-algebrasA andB.

THEOREM 4.3. Let D = {Ai }i∈ I be a diagram ofC∗-algebras.

.a/ If Y is exact, thenlim←−.D ⊗min Y/ = lim←− D ⊗min Y.

.b/ If the exact groupG acts onD such that the connecting morphisms are equiv-
ariant, thenlim←−.D or G/ = lim←− D or G.

PROOF. Let X = lim←− D. Then, by Theorem2.9 X
∏

i Ai

∏
i≤ j Ajg

f²

is an equalizer. Wheref and g are as mentioned in Theorem2.9. Moreover,
f −1

(
g
(∏

i Ai

)) = ².X/. To see this, clearly².X/ ⊂ f −1
(
g
(∏

i Ai

))
. If x ∈

f −1
(
g
(∏

i Ai

))
, then there existsa′ ∈ ∏

i∈ I Ai such that f .a/ = g.a′/. From the
definition of f andg

³ j f .a/ = ³ j .a/ = aj ; ³ j g.a
′/ = Þi j ³i .a

′/ = a′j :

Hence,a = a′ and f .a/ = g.a′/ = g.a/. Therefore,a ∈ ².X/ and hence².X/ =
f −1

(
g
(∏

i∈ I Ai

))
. This implies that

0→ ker f ∩ ².X/ ²−→ ².X/
g−→ g

(∏
i∈ I Ai

)→ 0

is short exact. SinceY is exact

0→ ker f ∩ ².X/ ⊗min Y→ ².E/⊗min Y→ g.A/ ⊗min Y→ 0

is also short exact. Asg.A/⊗min Y = ḡ.A⊗min Y/, we conclude from the above short
exact sequence that̄f −1.ḡ.A⊗min Y/ = ²̄.X ⊗min Y/. Using this we show that

X ⊗min Y
∏

i Ai ⊗min Y
∏

i≤ j Aj ⊗min Yg

f²

is an equalizer. First, by [7, Proposition 4.22]̄² is injective. LetÞ : Z→∏
i Ai⊗minY

be such that̄f ◦Þ = ḡ◦Þ. We must show thatÞ factors through̄² uniquely. Forz ∈ Z,
we have f̄ Þ.z/ = ḡÞ.z/, or Þ.z/ ∈ f̄ −1.g.

∏
i∈ I Ai // = ²̄.X ⊗min Y/. Therefore,

there existsx ∈ X ⊗min Y such that².x/ = Þ.z/. Define,Ž : Z → X ⊗min Y by
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Ž.z/ = x. Since,²̄ is 1-1,Ž is well defined and it is clear thatŽ is unique with respect
to the relation²̄Ž = Þ. Now (a) follows from Theorem2.9.

To prove part (b) using the exactness ofG and the above short exact sequence, we
obtain

0→ .ker f ∩ ².X// or G→ ².X/ or G→ g
(∏

i∈ I Ai

)
or G→ 0

a short exact sequence. Now the proof of part (a) may be repeated.

REMARK 4.4. The analogue of Theorem4.3 for ⊗max and full crossed product
follows from [6, Theorem 6.3 and Remark 3.10]. In this case exactness ofY or G is
not needed. We summarize here how this goes for the tensor product. The proof for
crossed product is similar. Using the equalizer stated at the beginning of the proof of
Theorem4.3and using Lemma2.11we obtain the pullback

X
∏

i Ai

∏
i Ai

∏
i Ai ×∏

i≤ j Aj

²

² .I ;g/

.I ; f /

It follows from [6, Remark 3.10] and
∏

i Ai ⊗ Y ∼=∏
i .Ai ⊗ Y/ that

X ⊗ Y
∏

i Ai ⊗ Y

∏
i Ai ⊗ Y

∏
i Ai ⊗ Y×∏

i≤ j Aj ⊗ Y

²̄

²̄ .I ;ḡ/

.I ; f̄ /

is a pullback. Now, one checks that

X ⊗ Y
∏

i .Ai ⊗ Y/
∏

i≤ j .Aj ⊗ Y/
ḡ

f̄²̄

is also an equalizer and henceX ⊗ Y = lim−→.D ⊗ Y/ by Theorem2.9.

References

[1] K. Dykema, ‘Exactness of reduced amalgamated free productC∗-algebras’, preprint.
[2] E. Kirchberg and A. Wassermann, ‘Exact groups and continuous bundles ofC∗-algebras’, preprint.
[3] , ‘Permanence properties ofC∗-exact groups’, preprint.
[4] S. MacLane,Categories for working mathematicians(Springer, New York, 1972).
[5] G. Pedersen,C∗-algebras and their automorphism groups(Academic Press, New York, 1979).
[6] , ‘Pullback and pushout constructions inC∗-algebra theory’,J. Funct. Anal.167 (1999),

243–344.



[17] Categorical constructions inC∗-algebra theory 113

[7] M. Takesaki,Theory of operator algebras I(Springer, New York, 1979).
[8] D. Voiculescu, K. Dykema and A. Nica,Free random variables, CRM Monogr. Ser. 1 (AMS,

Providence, RI, 1992).
[9] S. Wassermann, ‘On tensor products of free-groupC∗-algebras’,Bull. London Math. Soc.222

(1990), 375–380.

Department of Mathematics and Statistics
University of Saskatchewan
106 Wiggins Road
Saskatoon
Saskatchewan S7N 5E6
Canada
e-mail: khoshkam@math.usask.ca

Science Department
SIFC, Regina Campus

Room 118
Regina SK S4S 0A2

Canada
e-mail: tavakoli@math.usask.ca

mailto:khoshkam@math.usask.ca
mailto:tavakoli@math.usask.ca

