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Abstract

Let K be a commutative ring with unity,R a prime K-algebra of characteristic different from 2,d andŽ
non-zero derivations ofR, f .x1; : : : ; xn/ a multilinear polynomial overK . If

Ž.[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]/ = 0 for all r1; : : : ; rn ∈ R;

then f .x1; : : : ; xn/ is central-valued onR.

2000Mathematics subject classification: primary 16N60, 16W25.
Keywords and phrases: derivation, PI, GPI, prime ring, differential identity.

A well-known Posner’s result states that ifR is a prime ring andd is a non-zero
derivation of R such that[d.r /; r ] ∈ Z.R/, the center ofR, for all r ∈ R, then R
is commutative [17]. This result is included in a line of investigation concerning the
relationship between the structure ofR and the behaviour of some derivation defined
on R. It is possible to formulate many results obtained in the literature in this context
by considering appropriate conditions on the subsetP.d; k; S/ = {[d.s/; s]k : s ∈ S},
where S is a suitable subset ofR, k is a positive integer and the k-commutator
[d.x/; x]k, for k > 1, is defined by[d.x/; x]k = [[d.x/; x]k−1; x]. For instance, we
can read the result of Lansky [11] as follows: If L is a noncentral Lie ideal ofR
and P.d; k; L/ = 0 thenR satisfies the standard polynomial identityS4.x1; : : : ; x4/

and it is of characteristic 2. More generally, in the case whenf .x1; : : : ; xn/ is
a multilinear polynomial,I is a non-zero twosided ideal ofR, Lee and Lee [12]
proved that ifP.d; k; f .I // = 0 then eitherf .x1; : : : ; xn/ is central valued onR or
char.R/ = 2 andR satisfies the standard identityS4.x1; : : : ; x4/. On the other hand,
if P.d;1; R/ 6= 0 then it is a large subset ofR, and as showed by Breˇsar and Vukman
in [4], it generatesa subring which contains a non-zero right and a non-zero left ideal of
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R. More recently, in [6] and [7], we considered the case whenR is a prime algebra over
a commutative ringK , f .x1; : : : ; xn/ is a multilinear polynomial with coefficients inK
andP.d;1; f .R// = {[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/] : r1; : : : ; rn ∈ R} is not zero.
More precisely, if char.R/ 6= 2, we proved that the left annihilator ofP.d;1; f .R//
in R must be zero [7]. Moreover, if the non-zero elements ofP.d;1; f .R// are
invertible thenR is a division ring [6, Corollary 1].

The previous results also say that the subsetP.d;1; f .R// is rather large inR.
It would seem natural to ask what happens if there exists a non-zero derivationŽ

of R, such thatŽ.a/ = 0 for all a ∈ P.d;1; f .R//. In this paper we will give an
answer and prove the following:

THEOREM 1. Let K be a commutative ring with unity,R a prime K -algebra of
characteristic different from2, d and Ž non-zero derivations ofR, f .x1; : : : ; xn/ a
multilinear polynomial overK . If Ž.[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]/ = 0 for all
r1; : : : ; rn ∈ R, then f .x1; : : : ; xn/ is central-valued onR.

We begin with the case whenR is a ring of matrices over a field andd andŽ are
inner derivations. As above, for any elementss; t in a ring, we shall denote[s; t]2

the triple commutator[[s; t]; t], and we shall use this notation through the rest of the
paper. We have:

LEMMA 1. Let R = Mk.F/ be the ring ofk × k matrices over the fieldF, with
k > 1, a;b non-central elements ofR such that[a; [b; f .r1; : : : ; rn/]2] = 0 for all
r1; : : : ; rn ∈ R. Then f .x1; : : : ; xn/ is central-valued onR.

PROOF. We suppose thatf .x1; : : : ; xn/ is not central-valued onR and prove that in
this case eithera or b fall in Z.R/. The first aim is to prove that, ifb is not a diagonal
matrix, thena must be a central matrix. We will divide the proof in two cases:k = 2
andk ≥ 3.

Case 1: k = 2. Saya = ∑
i j ai j ei j , b = ∑

i j bi j ei j , whereai j ;bi j ∈ F , andei j

are the usual unit matrices. Suppose thatb is not a diagonal matrix, for example let
b21 6= 0.

Since f .x1; : : : ; xn/ is not central onR, there exists an odd sequence of matrices
r1; : : : ; rn ∈ R such that f .r1; : : : ; rn/ = 
ei j , with 0 6= 
 ∈ F and i 6= j [14,
Lemma]. In particular, we may assume thatf .r1; : : : ; rn/ = 
e12, because the set
f .R/ = { f .s1; : : : ; sn/ : s1; : : : ; sn ∈ R} is invariant under the action of all inner
automorphisms ofR. Thus

0 = [a; [b; f .r1; : : : ; rn/]2] = −2
 2.ae12be12 − e12be12a/

and multiplying on the right bye12 we have:

e12be12ae12 = 0; that is; b21a21 = 0:
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Sinceb21 6= 0, we havea21 = 0. Moreover by [15, Lemmas 2 and 9] there exists an
even sequence of matricess1; : : : ; sn ∈ R such thatf .s1; : : : ; sn/ = Þe11 + þe22, with
Þ 6= þ. Then

[b; f .s1; : : : ; sn/]2 =
[

0 .þ − Þ/2b12

.Þ − þ/2b21 0

]
and

0 = [a; [b; f .s1; : : : ; sn/]2] =
[

a12b21.Þ − þ/2 .a11 − a22/b12.þ − Þ/2

.a22 − a11/b21.Þ − þ/2 −a12b21.Þ − þ/2

]
:

Sinceb21 6= 0, thena12 = 0 anda11 = a22, which means thata is central inR, a
contradiction.

Analogously we have the same contradiction if we supposeb12 6= 0 anda12 = 0.
Henceb must be a diagonal matrix inR = M2.F/.

Case 2: k ≥ 3. As above, sincef .x1; : : : ; xn/ is not central onR, and f .R/ is
invariant under the action of allF-automorphisms ofR, for all i 6= j , there exist
r1; : : : ; rn ∈ R such thatf .r1; : : : ; rn/ = Þei j 6= 0. Thus

0 = [a; [b; f .r1; : : : ; rn/]2] = −2Þ2.aei j bei j − ei j bei j a/

and multiplying on the right byell , with l 6= j we have:

ei j bei j aell = 0; that is, bji ajl = 0; ∀ j 6= i; l :(1)

Analogously, left multiplying byepp, with p 6= i ,

eppaei j bei j = 0; that is, apibji = 0 ∀i 6= j; p:(1′)

Supposeb is not a diagonal matrix. Leti 6= j such thatbji 6= 0. Hence

api = 0; ∀p 6= i; and ajl = 0; ∀l 6= j :(2)

Moreover, we know that

.1 + eqi/.Þei j /.1 − eqi/ = Þ.ei j + eq j/ ∀q 6= i; j

is also a valuation off .x1; : : : ; xn/ in R.
So, [a; [b; Þ.ei j + eq j/]2] = 0, and left multiplying the last equation byehh, with

h 6= i;q, we have

ehhaei j bei j + ehhaei j beq j + ehhaeq j bei j + ehhaeq j beq j = 0:(3)

By (3) using (1′), and (2) we obtain

ahqbji = 0; that is ahq = 0 ∀h 6= i;q ∀q 6= i; j :
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This fact and (2) means that

‘If bji 6= 0 then the non-zero entries of the matrixa are just in thei -th
row, in j -th column or in the main diagonal.’

(A)

As above, we assumebji 6= 0 and letm 6= i; j . Denote by¦m and−m the following
automorphisms ofR:

¦m.x/ = .1 + ejm/x.1 − ejm/ = x + ejmx − xejm − ejmxejm;

−m.x/ = .1 − ejm/x.1 + ejm/ = x − ejmx + xejm − ejmxejm

and say¦m.b/ = ∑
¦rsers, −m.b/ = ∑

−rsers where¦rs; −rs ∈ F . We have

¦ j i = bji + bmi and − j i = bji − bmi:

If there existsm such that¦ j i = bji + bmi = 0 or − j i = bji − bmi = 0 then
bmi = −bji 6= 0 or bmi = bji 6= 0. Thereforebji 6= 0 andbmi 6= 0, and so, using
(A), the non-zero entries of the matrixa are just in thei -row or on the main diagonal,
sincem 6= j . Hence

a =
∑
r;r 6=i

arr err +
∑

s

aiseis; with ars ∈ F :(4)

Now assume that¦ j i 6= 0 and− j i 6= 0, for all m 6= i; j , and recall that, for any
F-automorphism' of R, the following holds

['.a/; ['.b/; f .r1; : : : ; rn/]2] = 0; for all r1; : : : ; rn ∈ R:

Thus in this case by (A), for anym 6= i; j , the non-zero entries of the matrices¦m.a/
and−m.a/ are just in thei -th row, in j -th column or on the main diagonal. In particular,
since

¦m.a/ = a + ejma − aejm − ejmaejm;

−m.a/ = a − ejma + aejm − ejmaejm

then both of the above matrices have zero in the. j;m/ entry, that is,

ajm + amm − aj j − amj = 0; ajm − amm + aj j − amj = 0; ∀m 6= i; j :

Moreover, by (A), ajm = 0, becausem 6= i; j and soamm − aj j = amj = aj j − amm,
which impliesamj = 0, for all m 6= i; j . At this point we can write again the matrixa
as follows:

a =
∑
r;r 6=i

arr err +
∑

s

aiseis:(4′)
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In other words, by (4) and (4′), we have:

‘If bji 6= 0 then the non-zero entries of the matrixa are just in thei -th
row or on the main diagonal.’

(B)

Let againbji 6= 0 andm 6= i; j . Denote

½m.x/ = .1 + emi/x.1 − emi/ = x + emix − xemi − emixemi;

¼m.x/ = .1 − emi/x.1 + emi/ = x − emix + xemi − emixemi

and say½m.b/ = ∑
½rsers, ¼.b/ = ∑

¼rsers with ½rs; ¼rs ∈ F . We have that

½ j i = bji − bjm and ¼ j i = bji + bjm:

If there existsm 6= i; j such that½ j i = bji − bjm = 0 or¼ j i = bji + bjm = 0 then
bjm = bji 6= 0 or bjm = −bji 6= 0. Thus, by (B), a is just a diagonal matrix because
bji 6= 0, bjm 6= 0 andm 6= i; j .

On the other hand, if½ j i 6= 0 and¼ j i 6= 0, for all m 6= i; j , then the non-zero
entries of the matrices½m.a/ and¼m.a/ are just in thei -th row and on the main
diagonal. In particular, since

½m.a/ = a + emia − aemi − emiaemi;

¼m.a/ = a − emia + aemi − emiaemi

then both the matrices have zero in the.m; i / entry, that is,

ami + aii − amm − aim = 0; ami − aii + amm − aim = 0; ∀m 6= i; j :

Moreover, by (B), ami = 0, becausem 6= i; j , and soamm − aii = aim = aii − amm,
which impliesaim = 0, for all m 6= i; j . Finally in any case, ifbji 6= 0, we can write
the matrixa as follows:

a =
∑

r

arr err + ai j ei j :(5)

Since f .x1; : : : ; xn/ is not central valued onR, by [15, Lemmas 2 and 9] there exists
an even sequence of matricess1; : : : ; sn ∈ R, such thatf .s1; : : : ; sn/ = ∑

l Þl ell , with
Þp 6= Þq, for somep 6= q. Moreover, sincef .R/ is invariant under the action of all
F−automorphisms ofR, we may assumep = i andq = j . By the above argument,
a = ∑

r arr err + ai j ei j , moreover
[
b;

∑
l Þl ell

]
2
= ∑

rs brs.Þs − Þr /
2ers and

0 =
[∑

l

all ell + ai j ei j ;
∑

rs

brs.Þs − Þr /
2ers

]
:(6)
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In particular, the.i; i / entry of the matrix (6) is zero, that is,bji ai j .Þi − Þ j /
2 = 0.

Sincebji 6= 0 andÞi 6= Þ j , we getai j = 0, which means thata is a diagonal matrix.
Let now, for allm 6= i; j , �m ∈ AutF .R/ with �m.x/ = .1+ eim/x.1− eim/. Since

[�m.a/; [�m.b/; f .s1; : : : ; sn/]2] = 0, for all s1; : : : ; sn ∈ R and the. j; i /-entry of the
matrix�m.b/ is not zero, then�m.a/ = a − aeim + eima − eimaeim is diagonal, which
implies

amm = aii ; ∀m 6= j :(7)

Analogously, for allt 6= i; j , let t.x/ = .1 + et j /x.1 − et j /. Also in this case the
. j; i /-entry of t.b/ is not zero, then t .a/ = a − aet j + et j a − et j aet j is diagonal,
which implies

att = aj j ; ∀t 6= i :(7′)

Thus by (7) and (7′) we conclude that ifb is not diagonal thena must be central, which
is a contradiction.

Therefore, we can assume thatb is a diagonal matrix inMk.F/ also in the case
k ≥ 3.

Finally, for any' ∈ AutF .R/, we have['.a/; ['.b/; '. f .r1; : : : ; rn//]2] = 0 for
all r1; : : : ; rn ∈ R, and so, by the previous cases,'.b/ must be a diagonal matrix in
Mk.F/ for anyk ≥ 2.

In particular, for anyr 6= s, if '.x/ = .1 + ers/x.1 − ers/, then

'.b/ = b + ersb − bers − ersbers = b + .bss − brr /ers:

This meansbrr = bss, for all r 6= s, that isb must be central, a contradiction again.
The previous argument says thatf .x1; : : : ; xn/ must be central-valued onR.

Before beginnig the proof of the main theorem, for the sake of completeness we
recall some basic notations, definitions and some easy consequences of the result
of Kharchenko [10] about the differential identities on a prime ringR. We refer to
[2, Chapter 7] for a complete and detailed description of the theory of generalized
polynomial identities involving derivations.

We denote byQ the Martindale quotients ring ofR and letC = Z.Q/ be the
extended centroid ofR [2, Chapter 2]. It is well known that any derivation of a prime
ring R can be uniquely extended to a derivation of its Martindale quotients ringQ,
and so any derivation ofR can be defined on the wholeQ [2, page 87]. Moreover, if
R is a K -algebra we can assume thatK is a subring ofC.

Now, we denote by Der.Q/ the set of all derivations onQ. By a derivation word we
mean an additive map1 of the form1 = d1d2 · · · dm, with eachdi ∈ Der.Q/. Then
a differential polynomial is a generalized polynomial, with coefficients inQ, of the
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form8.1 j xi / involving noncommutative indeterminatesxi on which the derivations
words1 j act as unary operations. The differential polynomial8.1 j xi / is said to be
a differential identity on a subsetT of Q if it vanishes for any assignment of values
from T to its indeterminatesxi .

Let Dint be theC-subspace of Der.Q/ consisting of all inner derivations onQ
and letd andŽ be two non-zero derivations onR. By [10, Theorem 2] we have the
following result (see also [13, Theorem 1]):

FACT 1. Let R be a prime ring of characteristic different from2, if d and Ž are
C-linearly independent moduloDint and8.1 j xi / is a differential identity onR, where
1 j are derivations words of the following formŽ, d, Ž2, Žd, d2, then8.yji / is a
generalized polynomial identity onR, whereyji are distinct indeterminates.

As a particular case, we have:

FACT 2. If d is a non-zero derivation onR and

8.x1; : : : ; xn;
dx1; : : : ;

dxn;
d2

x1; : : : ;
d2

xn/

is a differential identity onR, then one of the following holds

(i) eitherd ∈ Dint

(ii) or R satisfies the generalized polynomial identity

8.x1; : : : ; xn; y1; : : : ; yn; z1; : : : ; zn/:

We study now the case whenŽ andd are bothQ-inner derivations:

LEMMA 2. If Ž andd are bothQ-inner non-zero derivations, thenf .x1; : : : ; xn/ is
central-valued onR.

PROOF. Let Ž be the inner derivation induced by the elementa ∈ Q, andd the one
induced byb ∈ Q. Trivially a andb are not in the extended centroidC, which is
the center ofQ. These assumptions say thatR satisfies the generalized polynomial
identity [a; [b; f .x1; : : : ; xn/]2] which is explicitely:

ab f2.x1; : : : ; xn/ + a f 2.x1; : : : ; xn/b − 2a f .x1; : : : ; xn/b f .x1; : : : ; xn/

− b f 2.x1; : : : ; xn/a − f 2.x1; : : : ; xn/ba + 2 f .x1; : : : ; xn/b f .x1; : : : ; xn/a:

By a theorem due to Beidar [1, Theorem 2] this generalized polynomial identity is
also satisfied byQ. In caseC is infinite, we have[a; [b; f .r1; : : : ; rn/]2] = 0 for
all r1; : : : ; rn ∈ Q

⊗
C

SC, whereSC is the algebraic closure ofC. Since bothQ and
Q

⊗
C

SC are centrally closed [8, Theorems 2.5 and 3.5], we may replaceR by Q or
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Q
⊗

C
SC according asC is finite or infinite. Thus we may assume thatR is centrally

closed overC which is either finite or algebraically closed and

[a; [b; f .r1; : : : ; rn/]2] = 0; for all r1; : : : ; rn ∈ R:

By Martindale’s theorem [16], R is a primitive ring having a non-zero socle withC
as the associated division ring. In light of Jacobson’s theorem [9, page 75]R is
isomorphic to a dense ring of linear transformations on some vector spaceV overC.

Assume first thatV is finite-dimensional overC. Then the density ofR on V
implies thatR ∼= Mk.C/, the ring of allk × k matrices overC. In this case the
conclusion follows by Lemma1.

Assume next thatV is infinite-dimensional overC. We will prove that in this case
we get a contradiction. SinceV is infinite dimensional overC then, as in Lemma 2
in [18], the set f .R/ is dense onR and so from[a; [b; f .r1; : : : ; rn/]2] = 0, for
all r1; : : : ; rn ∈ R, we have[a; [b; r ]2] = 0, for all r ∈ R. As a consequencea
falls in to the centralizer of the set{[b; x]2 : x ∈ R}. By main result in [4] the set
{[b; x]2 : x ∈ R} contains a non-zero right ideal ofR and so its centralizer coincides
with the center ofR; that isa ∈ C, which is a contradiction.

We need the following lemma:

LEMMA 3. Let R be a primeK -algebra of characteristic different from2 and
f .x1; : : : ; xn/ a multilinear polynomial overK . If, for anyi = 1; : : : ;n,

[ f .r1; : : : ; zi ; : : : ; rn/; f .r1; : : : ; rn/] ∈ Z.R/

for all zi ; r1; : : : ; rn ∈ R, then the polynomialf .x1; : : : ; xn/ is central-valued onR.

PROOF. Let s ∈ R, then by assumption

[s; f .r1; : : : ; rn/]2 =
[∑

i

f .r1; : : : ; [s; r i ]; : : : ; rn/; f .r1; : : : ; rn/

]
∈ Z.R/:

Hence,[s; f .r1; : : : ; rn]3 = [[s; f .r1; : : : ; rn/]2; f .r1; : : : ; rn/] = 0 and the result
follows by [12, Theorem].

Now we are ready to prove our main result.

THEOREM 1. Let K be a commutative ring with unity,R a prime K -algebra of
characteristic different from2, d and Ž non-zero derivations ofR, f .x1; : : : ; xn/ a
multilinear polynomial overK . If Ž.[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]/ = 0 for all
r1; : : : ; rn ∈ R, then f .x1; : : : ; xn/ is central-valued onR.
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PROOF. Since f .x1; : : : ; xn/ a multilinear polynomial, we can write

f .x1; : : : ; xn/ = x1x2 · · · xn +
∑

¦∈Sn;¦ 6=id

Þ¦ x¦ .1/ · · · x¦ .n/

whereSn is the permutation group overn elements and anyÞ¦ ∈ C.
In all that follows we denote byf d.x1; : : : ; xn/; f dŽ.x1; : : : ; xn/ the polynomials

obtained fromf .x1; : : : ; xn/ replacing each coefficientÞ¦ with d.Þ¦ / andŽ.d.Þ¦ //
respectively. In this way we have

d. f .r1; : : : ; rn// = f d.r1; : : : ; rn/+
∑

i

f .r1; : : : ;d.r i /; : : : ; rn/

and similarly forŽ.d. f .r1; : : : ; rn//.
First suppose thatŽ andd areC-independent moduloDint. By assumption, for

all r1; : : : ; rn ∈ R, Ž.[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]/ = 0, that is,R satisfies the
differential identity[

f dŽ.x1; : : : ; xn/+
∑
i ≥1

f d.x1; : : : ;
Žxi ; : : : ; xn/+

∑
i ≥1

f .x1; : : : ;
Ždxi ; : : : ; xn/

+
∑
i 6= j

f .x1; : : : ;
Žxi ; : : : ;

dxj ; : : : ; xn/; f .x1; : : : ; xn/

]

+
[

f d.x1; : : : ; xn/ +
∑
i ≥1

f .x1; : : : ;
dxi ; : : : ; xn/; f Ž.x1; : : : ; xn/

+
∑
i ≥1

f .x1; : : : ;
Žxi ; : : : ; xn/

]
:

By Kharchenko’s theorem [10] R satisfies the polynomial identity[
f dŽ.x1; : : : ; xn/ +

∑
i ≥1

f d.x1; : : : ; yi ; : : : ; xn/+
∑
i ≥1

f .x1; : : : ; zi ; : : : ; xn/

+
∑
i 6= j

f .x1; : : : ; yi ; : : : ; t j ; : : : ; xn/; f .x1; : : : ; xn/

]

+
[

f d.x1; : : : ; xn/+
∑
i ≥1

f .x1; : : : ; ti ; : : : ; xn/; f Ž.x1; : : : ; xn/

+
∑
i ≥1

f .x1; : : : ; yi ; : : : ; xn/

]
:
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In particular,R satisfies any blended component

[ f .x1; : : : ; zi ; : : : ; xn/; f .x1; : : : ; xn/]
in the indeterminatesx1; : : : ; xn; zi for all i ≥ 1, which implies thatf .x1; : : : ; xn/ is
central-valued onR by Lemma3.

Let now Ž and d C-dependent moduloDint. There exist
1; 
2 ∈ C, such that

1Ž + 
2d ∈ Dint, and, by Lemma2, it is clear that at most one of the two derivations
can be inner.

Suppose
1 = 0 and
2 6= 0; then, for some non-central elementq ∈ Q; d = dq

is the inner derivation induced byq andŽ is an outer derivation. By the assumptions,
Ž.[q; f .r1; : : : ; rn/]2/ = 0, for all r1; : : : ; rn ∈ R, that is,

0 = [Ž.q/; f .r1; : : : ; rn/]2

+
[[

q; f Ž.r1; : : : ; rn/ +
∑

i

f .r1; : : : ; Ž.r i /; : : : ; rn/

]
; f .r1; : : : ; rn/

]

+
[
[q; f .r1; : : : ; rn/];

∑
i

f .r1; : : : ; Ž.r i /; : : : ; rn/+ f Ž.r1; : : : ; rn/

]
:

As above, by Kharchenko’s result,R satisfies the generalized polynomial identity

[Ž.q/; f .x1; : : : ; xn/]2

+
[[

q; f Ž.x1; : : : ; xn/+
∑

i

f .x1; : : : ; yi ; : : : ; xn/

]
; f .x1; : : : ; xn/

]

+
[
[q; f .x1; : : : ; xn/];

∑
i

f .x1; : : : ; yi ; : : : ; xn/+ f Ž.x1; : : : ; xn/

]
:

In particular,R satisfies the blended component in the indeterminatesx1; : : : ; xn; y1,
that is,

[[q; f .y1; x2; : : : ; xn/]; f .x1; : : : ; xn/] + [[q; f .x1; : : : ; xn/]; f .y1; x2; : : : ; xn/]:
Hence 2[q; f .r1; : : : ; rn/]2 = 0 for all r1; : : : ; rn ∈ R. Sinceq =∈ C, this implies that
f .x1; : : : ; xn/ is central-valued onR [12, Theorem].

Suppose now
2 = 0 and
1 6= 0; then, for some non-central elementq ∈ Q;
Ž = dq is the inner derivation induced byq andd is an outer derivation.

In this case, for allr1; : : : ; rn ∈ R, we have:

0 = [q; [d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]]

=
[

q; [ f d.r1; : : : ; rn/+
∑

i

f .r1; : : : ;d.r i /; : : : ; rn/; f .r1; : : : ; rn/]
]
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and, as above using the Kharchenko’s theorem,R satisfies the following generalized
polynomial identities

[q; [ f .x1; : : : ; yi ; : : : ; xn/; f .x1; : : : ; xn/]] ∀i = 1; : : : ;n:

By [5] eitherq centralizes a noncentral Lie ideal ofR or the polynomials

[ f .x1; : : : ; yi ; : : : ; xn/; f .x1; : : : ; xn/]
are central-valued onR, for all i = 1; : : : ;n. In the first case, it is well know thatq
is a central element ofR (see [3, Lemma 2]), and this is a contradiction. It follows
that the polynomials[ f .x1; : : : ; yi ; : : : ; xn/; f .x1; : : : ; xn/] are central-valued onR,
for all i = 1; : : : ;n; and this implies again thatf .x1; : : : ; xn/ is central-valued onR
by Lemma3.

Finally, we may assume that both
1 and
2 are non-zero. SoŽ = 
d + dq, with
0 6= 
 ∈ C andq ∈ Q.

Therefore, for allr1; : : : ; rn ∈ R

.
d + dq/[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]
= 
d[d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]

+ [q; [d. f .r1; : : : ; rn//; f .r1; : : : ; rn/]] = 0:

Suppose thatd is an outer derivation. In this caseR satisfies the differential identity




[
f d2

.x1; : : : ; xn/+
∑
i ≥1

f d.x1; : : : ;
dxi ; : : : ; xn/+

∑
j ≥1

f .x1; : : : ;
d2

xj ; : : : ; xn/

+
∑
i 6= j

f .x1; : : : ;
dxi ; : : : ;

dxj ; : : : ; xn/; f .x1; : : : ; xn/

]

+
[

q;

[
f d.x1; : : : ; xn/ +

∑
r ≥1

f .x1; : : : ;
dxr ; : : : ; xn/; f .x1; : : : ; xn/

]]

and so the Kharchenko’s theorem provides that




[
f d2

.x1; : : : ; xn/+
∑
i ≥1

f d.x1; : : : ; yi ; : : : ; xn/+
∑
j ≥1

f .x1; : : : ; zj ; : : : ; xn/

+
∑
i 6= j

f .x1; : : : ; yi ; : : : ; yj ; : : : ; xn/; f .x1; : : : ; xn/

]

+
[

q;

[
f d.x1; : : : ; xn/+

∑
r ≥1

f .x1; : : : ; yr ; : : : ; xn/; f .x1; : : : ; xn/

]]
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is a polynomial identity onR. HenceR satisfies the blended components

[ f .x1; : : : ; zj ; : : : ; xn/; f .x1; : : : ; xn/] ∀ j = 1; : : : ;n:

and this implies thatf .x1; : : : ; xn/ is central-valued onR by Lemma3.
Finally, if d is Q-inner, thenŽ is alsoQ-inner and we end up by Lemma2.
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