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Abstract

We study the stability map from the rigid analytic space of semistable points inP
3 to convex sets in the

building of Sp2 over a local field and construct a pure affinoid covering of the space of stable points.

2000Mathematics subject classification: primary 14M17; secondary 32P05, 20G25.

0. Introduction

Drinfeld introduced a p-adic symmetric space and used it to study the representations
of GL(2) over a function field. Schneider and Stuhler use the map from the p-adic
symmetric space to the building of GL(n) to study the cohomology of p-adic symmetric
space. It is natural to ask for these results for any semisimple group. First we observe
that the p-adic symmetric space of Drinfeld is the variety of points in the variety of
Borel subgroups which are stable under the action of all maximal tori. The other point
is that the map from the p-adic symmetric space to the building is just the interval
of stability map. Everything make sense for any semisimple group except that in
general the linearization used in the definition of stable points may result in the variety
of stable points becomes smaller than the variety of semi-stable points. When this
happens the interval of stability map will map a point in the p-adic space to a convex
subset of the building. This phenomenon will almost always occur when the Borel
subgroup is replaced by an arbitrary parabolic subgroupP of the semisimple groupG.
As a result it is not known how to prove in general even a result like Proposition 2.4 in
Mumford [10]. Yet p-adic spaces constructed out of the flag varietiesG=P could be
interesting moduli space of periods (see Rapoport [13]). Also Moy [9] showed that the

c© 2004 Australian Mathematical Society 1446-8107/04$A2:00+ 0:00

383

http://www.austms.org.au/Publ/JAustMS/V76P3/w90.html


384 K. F. Lai [2]

displacement function in a Bruhat-Tits building is convex and that convex sets in the
Bruhat-Tits plays an important role in the representation theory of the group over the
local field. It will be interesting if there is a relation between the representations of the
group and the geometry of the variety of semi-stable points via the interval of stability
map. In [5] Hsia Liang-Chung uses rigid geometry to study p-adic dynamic systems
constructed out of a tree. It would be nice to have an analogue for a building. Thus
we believe that it is worthwhile if only as experimental data to study the p-adic spaces
when the variety of stable points is not the same as the variety of semi-stable points.
The case we have chosen is the rank 2 groupSp2 being the first case afterSL.2/ and
P is the maximal parabolic subgroup such thatG=P is the projective 3-space. We
point out that the calculations for other parabolics are also ‘embedded’ inside this
case. We study in this paper those properties of theC2 building which are related to
the properties of the stable points inP3; in particular we shall use theSL.2/× SL.2/
sub-building of theSp2 building to construct a pure affinoid covering of the p-adic
space associated toG=P.

Let us describe the p-adic space we are studying. The maximal torus contained
in the parabolic subgroupP acts on the flag varietyG=P and we obtain the variety
of stable points for this action as defined in Mumford [11]. Let Ys

A0
denote the rigid

analytic variety (see [1]) which has the same set of closed points as the variety of
stable points above. The p-adic space we study here isYs := ⋂

g∈G.F/ g · Ys
A0

. In the
case when the stable points and the semistable points are the same these problems
are studied by van der Put and Voskuil [12]. The case of quasi-split rank 1 group
is studied by Voskuil [16]. This work started from a conversation with Voskuil in a
cafe in Newtown. I would like to thank him for his generosity in sharing these ideas.
Finally a raison d’être forSp2 is a response to Paul Sally’s question: ‘Do we know
everything aboutSp2?’ (Luminy Conference onSp2 1998) — I would like to thank
him for his suggestion.

1. Buildings and flag varieties

In this section we give a summary of the general results on the p-adic spaces
constructed out of the variety of stable points in flag varieties.

1.1. Let F be a p-adic field with ring of integersO . Assume thatp is odd. In
this section we letG be an absolutely simple Chevalley group scheme overO . Fix a
maximal split torusT defined overF in G and choose a Borel subgroupB overF of G
containingT . This fixes an ordering of the root system8 of .G;T/. LetX .T/ (re-
spectivelyX∗.T/) be the lattice of characters (respectively one parameter subgroups)
of T . Denote by〈·; ·〉 the perfect pairing betweenX .T/ andX∗.T/. Extend this to
a pairing ofX .T/⊗ R andX∗.T/⊗ R.
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Fix a uniformiser³ of F . Normalise the additive valuationv of F by v.³/ = 1.
Define the map¹ : T →X∗.T/⊗R by 〈�; ¹.t/〉 = −v.�.t// for all � ∈X .T/. We
regardX∗.T/⊗R as an affine space on whichT acts by translation:t ·z = z+¹.t/. The
affine roots of.G;T/ are the following affine functions onX∗.T/⊗R : .Þ+n/.z/ =
〈Þ; z〉+n forÞ ∈ 8. Denote the affine root system by8aff. The affine root system gives
a simplicial decomposition ofX∗.T/⊗R. The maximal simplices, called alcoves, are
the closures of the connected components of the complement of the walls:þ.z/ = 0
for þ ∈ 8aff . The affine spaceX∗.T/⊗R endowed with this simplicial decomposition
is called the apartmentA attached to the torusT . The stabiliserG¦ in G.F/ of a
simplex¦ in the apartmentA is a parabolic subgroup. All the maximalF-tori of G
are conjugate. Forg ∈ G.F/, the apartment attached to the torusgT g−1 is gA and
the stabiliser of the simplexg.¦ / is Gg.¦ / = gG¦g−1.

The Bruhat-Tits buildingB of G is defined to be
⋃

g∈G.F/ g.A /=∼ where the
equivalence relation∼ is given by¦1 ∼ ¦2 if and only if G¦1 = G¦2 [15, 2.1].

1.2. Fix a parabolic subgroupP defined overF of G containing the chosen Borel
subgroupB. Write X for G=P. LetL be an ample line bundle ofX. Choose aG-
linearization ofL . This restricts to aT-linearization and we can define the variety of
stable pointsXs.T;L / and the variety of semi-stable pointsXss.T;L / with respect
to this T-linearization ofL . In practice this is what we do. For a positive weight½,
there exists aG-moduleV½ with highest weight½. In V½ there is a highest weight
vectorv½ on which the maximal torusT acts with character½. The G-orbit of the
image ofv½ in the projective spaceP.V½/ is isomorphic to the flag varietyX = G=P½.
The pullback ofO.1/ along the embeddingX ⊂ P.V½/ gives a line bundleL on X
which has theG action induced by the theG action onV½. (See [6, 7].) This gives aG-
linearization ofL . It induces aT-linearization ofL . Thus we can define the variety
Xs (respectivelyXss) of stable (respectively semi-stable) points for the action of the
torusT with respect toL . Recall that a pointx in X is said to be semi-stable with
respect to.T;L / if for some positive integern there exists aT-invariant sectionf
of L ⊗n such that f .x/ 6= 0 and the set ofy ∈ X such that f .y/ 6= 0 is affine. A
semi-stable point is said to be stable if moreover the sety ∈ X such thatf .y/ 6= 0 is
closed (see [11, Chapter 1.4]).

In our situation we have a simple criterion for stability. We can decompose

V½ =
⊕

�∈X .T/

V½;� :

For x in V½, let us writex� for its component inV½;� . Let ¼.x/ denote the convex
hull inX .T/⊗ R of the set of� such thatx� 6= 0. Then for anyx in X the vertices
of ¼.x/ is a subset of theW-orbit of ½ and the edges of¼.x/ are parallel to the roots
(see [3]). The pointx is semi-stable (respectively stable) if and only if 0 lies in¼.x/
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(respectively in the interior of¼.x/). It is also known thatXs = Xss if and only if ½ is
not contained in a hyperplane through 0 spanned by roots [12, Theorem 1.1].

1.3. Let C denote a fixed completion of an algebraic closure ofF . WriteOC for
the ring of integers ofC. Given an algebraic variety overF we can construct a rigid
analytic variety which has the same set of closed points [1, 9.3.4]. We denote the
analytification ofXs.T;L / ⊗ C and of Xss.T;L / ⊗ C by Ys

A
andYss

A
. We recall

thatA denotes the apartment attached to the torusT . Let

Yss :=
⋂

g∈G.F/

g.Yss
A
/ and Ys :=

⋂
g∈G.F/

g.Ys
A
/:

These are the rigid analytic flag varieties we study in this paper. ForG = SL.2/ with
the natural action onX = P

1 the spaceYs is the Drinfeld upper half space.
We are interested in pure affinoid coverings of our rigid analytic spaces. LetZ be

a rigid analytic space. A pure coveringU = {Ui } of Z is an admissible covering by
affinoid subspacesUi satisfying the following conditions:

(1) For eachi , Ui intersects a finite number ofU j .
(2) If Ui ∩ U j 6= ∅ then there exists a Zariski open affine setVi j ⊂ SU j such

thatUi ∩U j = R−1
i .Vi j /whereRi : Ui → SUi is the reduction map [1, 7.1] andUi ∩U j

is an affinoid space having reductionRi j : Ui ∩ U j → Vi j .

To have a pure covering means that we can see that the reductions of the affinoids
in the covering glue together nicely. There is a 1-1 correspondence between pure
covering ofZ and formal schemes overO whose generic fibre isZ and whose closed
fibre is the reduction ofZ with respect to the given pure covering (see [8]).

1.4. The completion ofXs.T;L / ⊗ OC (respectivelyXss.T;L / ⊗ OC) along
the closed fibre will be denoted byYs

A ;O (respectivelyYss
A ;O). In particular, this

meansYs
A ;O.C/ = Xs.T;L /.OC/, Yss

A ;O.C/ = Xss.T;L /.OC/.
Consider the mapsT.C/× Yss

A ;O → Yss
A

, andT.C/× Ys
A ;O → Ys

A
both defined by

the action of the torusT on X. We shall construct an affinoid covering ofYs by means
of these maps and a natural affinoid covering of the analytic spaceT ⊗ F associated
to the torusT . It is here the building ofG enters the picture. The map¹ extends
uniquely to a map fromT.C/ to A . This defines the action ofT.C/ onA . For a
simplex¦ of the apartmentA , let T¦ denote the affinoid subspace ofT ⊗ F given
by the affinoid algebra [1, 6.1]: F〈³n�〉 where� ∈ X .T/, n ∈ Z, and� + n ≥ 0
on ¦ . For the standard alcove¦0 in A this affinoid algebra isF〈Þ1; : : : ; Þn; ³Þ

−1
0 〉,

whereÞ1; : : : ; Þn is the basis of simple roots of8.G;T; B/ andÞ0 is the highest root.
We see immediately that:

(1) T¦ = ¹−1.¦ /.
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(2) The set of{T¦ } for all simplices¦ of A is an admissible covering ofT ⊗ F by
affinoids.
(3) If ¦1, ¦2 are two simplices thenT¦1 ∩ T¦2 is empty if¦1 ∩ ¦2 = ∅ and is equal

to T¦1∩¦2 otherwise.

This leads us to introduce the analytic setYs
A ;¦ := T¦ · Ys

A ;O andYss
A ;¦ := T¦ · Yss

A ;O

for ¦ ∈ A . We shall study the covering by these sets [12, 3.3 and page 84].

1.5. We need the two mapsr , I introduced by Voskuil.
The mapr is used to compare the analytic sets coming from different apartments

and different simplices. It is the ratio of the maximum absolute values of the torus
invariants. Recall thatL is the ample line bundle onX = G=P. Write0.X;L ⊗m/T

for the module ofT-invariant sections. Pick an integerd such that the homogeneousT-
invariants generate⊕n>00.X;L ⊗dn/T as aO-algebra. Letf1; : : : ; fm be generators
of 0.X;L ⊗d/T . For two different apartmentsA1, A2, we define a functionr ss

A1;A2
:

Yss
A2

→ R as follows: pickg1, g2 ∈ G.F/ so as to haveA1 = g1.A /, A2 = g2.A /.
Then as in [12, page 86] we put

r ss
A1;A2

.x/ := max1≤i ≤m{|g∗
1 fi .x/|}

max1≤i ≤m{|g∗
2 fi .x/|} :

Hereg∗ f .x/ is f .g−1x/. The value ofr ss
A1;A2

.x/ only depends on the apartmentsA1,
A2. The functionr has the following properties:

(1) r ss
gA1;gA2

.gx/ = r ss
A1;A2

.x/ for g ∈ G.F/ andx ∈ Yss
A2

.
(2) r ss

A1;A3
= r ss

A1;A2
r ss
A2;A3

.
(3) IfA1,A2 are apartments containing a simplex¦1 andx ∈ Yss

A1;¦1
thenr ss

A1;A2
.x/≥1

[12, page 86 (c)].
(4) If ¦0 ⊂ A0, ¦1 ⊂ A1,A2 contains¦0; ¦1 andx ∈ Yss

A0;¦0
∩Yss

A1;¦1
thenr ss

A2;A0
.x/ ≤

r ss
A1;A0

.x/ (from (2) and (3) above).

Now we can introduce

r ss.x/ =
{

inf{r ss
gA ;A .x/ : g ∈ G.F/} if x ∈ Yss

A
;

0 if x =∈ Yss
A
:

1.6. The mapI is aG.F/-invariant map from the varietyYss of semi-stable points
to the set of convex subsets of the buildingB of G and I .x/ will be bounded if
and only if x is stable. Recall the map¹ : T.C/ → A which defines the action
of T.C/ onA . Let 0 ∈ A0 be the vertex where the affine rootsÞ1; : : : ; Þn take the
value 0. Forx ∈ Yss

A
, the interval of T-stabilityIA .x/ is defined as the closure of the

set{t ·0 ∈ A : x ∈ t ·Yss
A ;O}, wheret runs through points ofT in the algebraic closure

of F . (See [16, 2.3]) We putIgA .x/ = g.IA .g−1x//. For x ∈ Yss, we define the
interval of G-stabilityI .x/ to be the set of allz ∈ B such that for any apartmentA ′
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containingz we havez ∈ IA ′.x/ [16, 4.7]. We recall the following properties ofI .
Assume thatx ∈ Yss.

(1) I .x/ = ∪{IA ′.x/ : r ss
A ′;A .x/ = r ss.x/}.

(2) I .x/ is convex; it is bounded if and only ifx ∈ Ys andI .x/ = {t · 0} if and only
if x ∈ t · Ys

A ′;O for all apartmentsA ′ containingt · 0.

WhenYss = Ys the interval of stabilityI defines a map from the analytic spaceYs to
the buildingB and this is the map used by Drinfeld and Schneider-Stuhler (see [4, 14,
Section 1]).

2. Action of Sp2 on P3

Let G be the symplectic group overO defined by the form

J =


0 0 0 1
0 0 1 0
0 −1 0 0

−1 0 0 0

 :

The groupG.F/ of F rational points consists of 4× 4 matricesg with coefficients
in F such thatt g Jg = J, wheret g denotes the transposed matrix ofg. We choose a
maximal torusT0 overO so thatT0.F/ consists of matrices

t =


t1 0 0 0
0 t2 0 0
0 0 t−1

2 0
0 0 0 t−1

1


for t1, t2 ∈ F×. We choose the Borel subgroupB of G to be the upper triangular
matrices inG. This fixes a basis{Þ1; Þ2} of the root system of.G;T0/ which is of
type C2. In standard notation the root systemC2 is ±e1 ± e2;±2e1;±2e2. It has
simple rootsÞ1 = e1 − e2, Þ2 = 2e2. The highest root isÞ0 = 2Þ1 + Þ2.

The fundamental weights are!1 = e1, !2 = e1 + e2. Consider positive weights of
the form½ = n1!1 + n2!2 with positive integersn1, n2. Let W be the Weyl group
of this root system andW½ be the stabilizer of the weight½. Associated to½ is the
parabolic subgroupP½ = BW½B of G. Let us writeP for P½1. Then

P.F/ =


a ∗ ∗
0 g ∗
0 0 a−1

 : a ∈ F×; g ∈ SL.2; F/

 :
Letv1; v2; v3; v4 be the standard basis ofF4. Write[u; v; : : : ] for the subspace spanned
by the vectorsu; v; : : : . The groupP is the stabilizer of the isotropic line[v1], soP is
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the intersection withG of the stabilizer inSL.4/ of the flag[v1] ⊂ [v1]⊥ = [v1; v2; v3].
We see thatG=P is isomorphic to the set of isotropic lines in the 4-dimensional affine
space. But every line is isotropic. SoG=P ∼= P

3, the projective 3-space.

3. C2 buildings

In the Bruhat-Tits buildingB of the groupG = Sp2 associated to a maximal
torus T is an apartmentA in B. For each simplex¦ ∈ A we have defined the
affinoid subspaceT¦ ⊂ T .

For the standard alcove¦0 defined byÞ1; Þ2;1 − Þ0, we have

T¦0 = Sp
(
k〈Þ1; Þ2; ³Þ

−1
0 〉) = Sp

(
k〈t1t−1

2 ; t2
2 ; ³ t−2

1 〉) :
For eachmaximalF-torusT in G, we can find a subgroupH of G such thatT lies in H
andH is defined overF and is isomorphic toSL2× SL2 overF . For i = 1;2;3;4, let
us writeUi .F/ for the subgroup consisting of transformations takingxj to xj if j 6= i
and xi → xi + ui x5−i with ui ∈ F . For T0, the subgroupH is generated by the
groupsUi .F/ for i = 1;2;3;4.

LetI denote the building of the groupH .F/ ∼= SL2.F/×SL2.F/. The inclusions
of groupsT.F/ ⊂ H .F/ ⊂ G.F/ gives rise to inclusions of simplicial complexes
A ⊂ I ⊂ B. To make these inclusions simplicial one has to split eachSL2 × SL2

chamber in twoSp.4/ chambers (see picture below). We will always assume that the
simplicial structures of theSL2 × SL2 buildings are arranged in this way.
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In the picture the dotted lines indicate walls occurring only in theSp.4/ building and
solid lines indicate walls in theSL2 × SL2 building.

We give a description of the stabilizerG¦0 in G.F/ of the standard alcove¦0. LetUÞ

be the root subgroup ofG with respect to the maximal torusT0 corresponding to the
rootÞ. ThenUÞ.F/ ∼= F andUn+Þ.F/ = {x ∈ UÞ.F/ ∼= F : v.x/ ≥ n}. It is known
thatG¦0 is generated byUn+Þ for thosen + Þ ≥ 0 on¦0 (see [15, 3.1.1]). It follows
that forg ∈ G.F/ with matrix .gi j /, we haveg ∈ G¦0 if and only if v.gi j / ≥ v.mi j /,
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where

.mi j / =


1 ³ ³ ³

1 1 ³ ³

1 1 1 ³

1 1 1 1

 :
ThusG¦0 stabilizes the followingO-submodules ofF4: M0 = 〈v1; v2; v3; v4〉, M1 =
〈³v1; ³2; v3; v4〉, M2 = 〈³v1; v2; v3; v4〉 andM∨

2 = 〈v1; v2; v3; ³
−1v4〉.

4. Stable points

For ease of reading we introduce here all the analytic sets we shall use.

4.1. Stable points related to an apartment WriteA0 for the apartment attached
to the torusT0. We write the coordinates ofP3 asx1; x2; x3; x4. TheT0-invariants are
generated byx1x4 andx2x3. It follows that

Yss
A0

= {
x ∈ P

3 : x1x4 6= 0 or x2x3 6= 0
}

Ys
A0

= {
x ∈ P

3 : xi 6= 0; i = 1 · · · 4
}
:

For any simplex¦ in an apartmentA of the buildingB of the groupG, we can find
an elementg ∈ G.F/ such that¦ = g.¦0/ andA = g.A0/. We putYs

A
= gYs

A0
.

This definition does not depend on the choice of the elementg. As in general we
put Yss = ⋂

g∈G.F/ g · Yss
A0

andYs = ⋂
g∈G.F/ g · Ys

A0
.

We define the following analytical subspace ofYs
A0

:

Ys
A0;O

:=
{

x ∈ P
3 :

∣∣∣∣x1

x4
.x/

∣∣∣∣ = 1;

∣∣∣∣x2

x3
.x/

∣∣∣∣ = 1

}
:

The spaceYs
A0;O

is not affinoid. LetYs
A0;O;n be the set ofx ∈ Ys

A0;O
such that

|³n+1| ≤ |x1x4=x2x3| ≤ |³n|.
Let 0 ∈ A0 be the vertex where the affine rootsÞ1 andÞ2 take the value 0. AsG.F/

acts on both the flag variety and the building we can putYs
A0;t ·0 = t · Ys

A0;O
.

The mapT × Ys
A0;O

→ Ys
A0

given by.t; x/ 7→ t · x is surjective. So the analytic
setsYs

A0;¦
:= T¦ · Ys

A0;O
coverYs

A0
for ¦ ∈ A0. We have for¦ = ¦0

Ys
A0;¦0

= {
t · x : t ∈ T¦0; x ∈ Ys

A0;O

}
=

{
x ∈ P

3 : |³| ≤
∣∣∣∣ x1

x4

.x/

∣∣∣∣ ≤
∣∣∣∣x2

x3

.x/

∣∣∣∣ ≤ 1
}
:
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We putYs
A0;¦;n

:= T¦ ·Ys
A0;O;n

. For any¦∈A ⊂B, we can find an elementg∈G.F/
such that¦ = g.¦0/ andgA = g.A0/. We now define:Ys

A ;¦;n := g.Ys
A0;¦0;n

/. This
definition does not depend on the choice of the elementg.

We putY∗
A0;¦0

for the set ofx ∈ Ys
A0;¦0

such that|g∗xi=xi | = 1, |g∗x5−i =x5−i | = 1,
∀g ∈ G¦0 , andi = 1 if 1 ≤ |x1x4=x2x3|, i = 2 if |x1x4=x2x3| ≤ 1. We writeY∗

A0;¦;n

for the set ofx ∈ Ys
A0;¦;n

such that|g∗xi=xi | = 1, |g∗x5−i=x5−i | = 1, ∀g ∈ G¦ , i = 1
if n ≤ −1 andi = 2 if n ≥ 0.

4.2. Stable points related to a sub-building SupposeH0 is the subgroup ofG
containing the torusT0 and is isomorphic toSL2 × SL2 over F , let I0 denote the
building of the groupH0.F/ and we putYs

I0
= ⋂

h∈H0.F/
hYs
A0

. This is the set ofx inP3

which is stable for each maximal F torus inH0. If I = g.I0/ we putYs
I

= gYs
I0

.
If ¦ ∈ A ⊂ I then we take:Ys

I ;¦;n := ⋂
h∈H¦

hYs
A ;¦;n = ⋂

A
′3¦

A
′⊂I

Ys
A ′;¦;n. Here

H = gH0g−1 andH¦ is the stabilizer of the simplex¦ in H .F/ andI is the building
belonging toH . We have

Ys
I0;¦;n

= {
x ∈ Ys

A0;¦;n
: |g∗xi=xi | = 1; ∀g ∈ H¦ ; i = 1; : : : ;4

}
:

We define the affinoid subspaceY∗
I0;¦0;n ⊂ Ys

I0;¦0;n as follows:

Y∗
I0;¦0;n

:=
{{

x ∈ Ys
I0;¦0;n : |g∗x1=x1| = |g∗x4=x4| = 1;∀g ∈ P¦0

}
n ≤ −1;{

x ∈ Ys
I0;¦0;n

: |g∗x2=x2| = |g∗x3=x3| = 1;∀g ∈ P¦0

}
n ≥ 0:

Furthermore,Y∗
I ;¦;n ⊂ Ys

I ;¦;n is defined as beingg.Yn
¦0;H0

/ whereg ∈ G.F/ is such
thatg.I0/ = I andg.¦0/ = ¦ . This definition does not depend on the choice ofg.

4.3. Remarks We have aSL2 × SL2-equivariant map : Ys
A0

→ P
1 × P

1 given
by.x1; x2; x3; x4/ 7→ .x1; x4/×.x2; x3/. It is clear thatYs

I0
:= ⋂

g∈SL2.F/×SL2.F/
gYs
A0

=
 −1.�1 ×�1/. Here�1 ⊂ P

1 is Drinfeld symmetric space. Let8 denote the closure
of the graph of in P3 ×P

1 ×P
1. Furthermore we take8I0 := 8∩ .P3 ×�1 ×�1/.

The groupSL2.F/× SL2.F/ acts on8I0. We take on8 ⊂ P
3 × P

1 the coordinates
.x1; x2; x3; x4/ × .z1; z4/ × .z2; z3/ with z1x4 = z4x1 andz2x3 = z3x4. A pure affined
covering of�1×�1 is found by taking theSL2.F/× SL2.F/-images of the following
affinoid subspaceF given as the set ofz ∈ P

1×P
1 satisfying the following conditions:

|³ | ≤ |z1=z4| ≤ 1, |³ | ≤ |z2=z3| ≤ 1, |z1=z4 − c| = |z2=z3 − c| = 1, |³z4=z1 − c| =
|³z3=z2 − c| = 1 for all units c inF (see [2, page 172]). The space8 ∩ .P3 × F/ is
not affinoid, but it can be covered by the following two affinoid spaces:

F
+ :=

{
x ∈ 8 ∩ .P3 × F/ :

∣∣∣∣x1x4

x2x3

∣∣∣∣ ≤ 1

}
;

F
− :=

{
x ∈ 8 ∩ .P3 × F/ :

∣∣∣∣x1x4

x2x3

∣∣∣∣ ≥ 1
}
:
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The coveringF := {g.F+/; g.F−/ : g ∈ SL2.F/ × SL2.F/} is pure and covers
all of 8I0. Since the components of the reduction of�1 × �1 with respect to the
covering are all proper, the reduction of8I0=0 of 8I0 by a discrete co-compact
subgroup0 ⊂ SL2.F/× SL2.F/ is a proper analytical variety. It is in fact algebraic.
One can embedYs

I0
,→ 8I0. So one canview8I0=0 as a compactification ofYs

I0
=0.

See Voskuil [16]. Note that using the embedding above one has

.F+ ∪ F
−/ ∩ Ys

I0
=

⋃
n∈Z
.Ys
I0;¦0;n ∪ Ys

I0;¦1;n/:

Here¦0 is the standard alcove defined by the affine rootsÞ1, Þ2 and 1− Þ0. The
alcove¦1 is determined by the affine roots−Þ1, 1 − Þ2 andÞ0. Note that¦1 ∪ ¦0

forms anSL2 × SL2-chamber in the building ofSL2.F/ × SL2.F/. One hasT¦1 =
Sp.F〈t2t−1

1 ; ³ t−2
2 ; t2

1 〉/ andT.¦;∪¦2/ := T¦1 ∪ T¦2 = Sp.F〈³ t−2
1 ; t2

1 ; ³ t−2
2 ; t2

2 〉/.

5. Convex sets inC2 buildings

To each semi-stable point we assign a convex subset of the building, namely its
interval of stability. We use the explicit torus invariants to give an explicit description
of the intervals of stability.

5.1. Let us recall that the interval of stability is defined forx in Yss
A0

as IA0.x/ =
{t−1 · 0 : t · x ∈ Yss

A0;O
}. For theSL2 × SL2 sub-buildingI0 introduced in Section4.2,

we define forx ∈ Ys
I0;¦

the setII0.x/ to be the union ofIA .x/ over thoseA in I0

such thatA 3 ¦ . ThenII0.x/ = ⋃
g∈H¦

g · IA .x/.

5.2. We introduce the centre of the interval of stability. Let 0∈ A0 be the
vertex where the affine rootsÞ1 andÞ2 take the value 0. We define aT0 equivalent
mapvA0 : Ys

A0
→ A0 by {

vA0.x/ = 0 if x ∈ Ys
A0;O

;

vA0.t · x/ = t · 0 otherwise:

Note that.t∗x1=t∗x4/.x/ = t−2
1 .x1=x4/.x/ = −.2Þ1 + Þ2/.t/ · .x1=x4/.x/ and that

.t∗x2=t∗x3/.x/ = t−2
2 .x2=x3/.x/ = −Þ2.t/.x2=x3/.x/. Let v be the additive valuation

of F normalised such thatv.³/ = 1, where³ is a uniformiser. Forx ∈ Ys
A0;O

, one
hasv..x1=x4/.x// = 0 = .−.2Þ1 + Þ2//.0/ andv..x2=x3/.0// = 0 = −Þ2.0/. From
this and the description of the action of the torus on the apartment given in [15, 1.1],
one easily gets the following description ofvA0:{

.2Þ1 + Þ2/.vA0.x// = −v..x1=x4/.x//;

Þ2.vA0.x// = −v..x2=x3/.x//:
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We like to remark thatYs
A0;¦

= v−1
A0
.¦ / for ¦ ∈ A0.

5.3. We describe the interval of stability in terms of the action of the torus on the
’origin’ 0. We have

Yss
A0;O

={|x1=x4| = 1; |x2x3=x1x4| ≤ 1; |x2=x4| ≤ 1; |x3=x4| ≤ 1}
∪ {|x2=x3| = 1; |x1x4=x2x3| ≤ 1; |x1=x3| ≤ 1; |x4=x3| ≤ 1} :

Takex in Yss
A0

and lett be the diagonal matrix with entriest1, t2, t−1
2 , t−1

1 . SinceÞ1 =
e1−e2 andÞ2 = 2e2, we haveÞ1.t/ = t1t−1

2 andÞ2.t/ = t2
2 . Note that.t∗x1=t∗x4/.x/ =

t−2
1 .x1=x4/.x/ = −.2Þ1+Þ2/.t/.x1=x4/.x/and that.t∗x2=t∗x3/.x/ = t−2

2 .x2=x3/.x/ =
−Þ2.t/.x2=x3/.x/.

Supposex andt x are in the part ofYss
0;A0

given by{∣∣∣∣x2

x3

∣∣∣∣ = 1;

∣∣∣∣x1x4

x2x3

∣∣∣∣ ≤ 1;

∣∣∣∣ x1

x3

∣∣∣∣ ≤ 1;

∣∣∣∣ x4

x3

∣∣∣∣ ≤ 1
}
:

Then

1 =
∣∣∣∣ .t x/2
.t x/3

∣∣∣∣ =
∣∣∣∣ t2x2

t−1
2 x3

∣∣∣∣ = |t2|2 :

From the definition of¹: 〈Þ; ¹.t/〉 = −v.Þ.t// we get from|t2|2 = 1 that¹.t/ =
−v.t1/e1. The action ofT on the apartmentA is thent−1v = v+ v.t1/e1. Supposex1

andx4 are not 0. Then from|t1x1=t−1
2 x3| = |.t x/1=.t x/3| ≤ 1 we get|t1| ≤ |x3=x1|

and from|t−1
1 x4=t−1

1 x3| = |.t x/4=.t x/3| ≤ 1 we get|x4=x3| ≤ |t1|. Recall that

IA0.x/ = {
t−1 · 0 : t x ∈ Yss

A0;O

}
:

We see that in this casex1, x4 6= 0.

IA0.x/ =
{

0 + ce1 :
∣∣∣∣x4

x3

∣∣∣∣ ≤ |c| ≤
∣∣∣∣ x3

x1

∣∣∣∣} ;
and soIA0.x/ is an interval. Ifx4 6= 0 andx1 = 0, we see thatIA0.x/ is a half-
line 0 + ce1 with |x4=x3| ≤ |c| and if x1 = 0 andx4 = 0 then IA0.x/ is the full
line 0+ ce1 with −∞ ≤ |c| ≤ ∞.

Similarly supposex andt x are in the part ofYss
0;A0

given by{∣∣∣∣x1

x4

∣∣∣∣ = 1;

∣∣∣∣x2x3

x1x4

∣∣∣∣ ≤ 1;

∣∣∣∣ x2

x4

∣∣∣∣ ≤ 1;

∣∣∣∣ x3

x4

∣∣∣∣ ≤ 1
}
:

Then in case.x1; x4 6= 0/

IA0.x/ =
{

0+ ce2 :
∣∣∣∣x2

x1

∣∣∣∣ ≤ |c| ≤
∣∣∣∣ x4

x2

∣∣∣∣} :
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It is now clear thatIA0.x/ is the set ofq in A0 such that:∣∣∣∣Þ2 .q/+ v

(
x2

x3
.x/

)∣∣∣∣ ≤ v .ž/ ; .2Þ1 + Þ2/ .q/ = −v
(

x1

x4
.x/

)
if |ž| ≤ 1, and such that∣∣∣∣.2Þ1 + Þ2/ .q/+ v

(
x1

x4
.x/

)∣∣∣∣ ≤ −v .ž/ ; Þ2 .q/ = −v
(

x2

x3
.x/

)
;

if |ž| ≥ 1. Herež ∈ SF is such that|.x2x3=x1x4/.x/| = |ž|.

6. Some estimates on coordinates

In order that we can use ther maps to study the simplicial decomposition of the
stable points we need some estimates on the absolute values of the coordinates given
by the torus invariants of the stable points under the action of the group. This will be
done in the next few lemmas.

LEMMA 6.1. Supposex ∈ Ys
A0;¦0

and thatg ∈ G¦0.

(a) If |.x1x4=x2x3/.x/| = 1, then|.g∗xi =xi /.x/| ≤ 1 for i = 1; : : : ;4.
(b) If |.x1x4=x2x3/.x/| < 1, then |.g∗x2=x2/.x/| ≤ 1, |.g∗x3=x3/.x/| ≤ 1 and

|.g∗x1g∗x4=x2x3/.x/| ≤ 1.
(c) If |.g∗xi =xi /.x/| ≥ 1, for i = 1; : : : ;4, and that|.x1x4=x2x3/.x/| = |ž2| with
ž ∈ SF , then

|.g∗x2=g∗x3/.x/| = |.x2=x3/.x/| ;
|.x1=x4/.x/| |ž| ≤ |.g∗x1=g∗x4/.x/| ≤ |.x1=x4/.x/| |ž−1| if |ž| ≤ 1;

|.g∗x1=g∗x4/.x/| = |.x1=x4/.x/| ;
|.x3=x3/.x/| |ž−1| ≤ |.g∗x2=g∗x3/.x/| ≤ |.x2=x3/.x/| |ž| if |ž| ≥ 1:

PROOF. For g−1 ∈ G¦0 , write xi .g−1.x// = ∑
gi j x j .x/. One has∣∣∣∣g∗xi

xi
.x/

∣∣∣∣ =
∣∣∣∣∑ gi j x j .x/

xi .x/

∣∣∣∣ ≤ max
j

∣∣∣∣gi j x j .x/

xi .x/

∣∣∣∣ :
It follows from the explicit description ofG¦0 that maxj |gi j x j .x/=xi .x/| = 1. From
this part (a) follows. The proofs of the rest of this lemma and the next lemma are
similar, we omit them.

LEMMA 6.2. Let x ∈ Y∗
A ;¦ and let H ∼= SL2.F/ × SL2.F/ be determined byA ,

that is the buildingI of H containsA . Then for allg ∈ H¦ we have|g∗xi xi .x/| ≤ 1,
for 1 ≤ i ≤ 4.
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LEMMA 6.3. Supposex ∈ Y∗
I0;¦0

andg ∈ G¦0 satisfies|g∗x1g∗x4=g∗x2g∗x3.x/|=1.
Thenx ∈ Ys

gI0;¦0
. Furthermore|x1=x4.x/| = 1, if |x2x3=x1x4.x/|<1 and|x2=x3.x/| =

|³ |, if |x2x3=x1x4.x/| > 1.

PROOF. Let ž ∈ SF be such that|ž2| = |x1x4=x2x3.x/|. Takey = .x1; žx2; žx3; x4/.
Then|x1x4=x2x3.y/| = 1 andy ∈ Ys

A0;¦0
. From the explicit description ofG¦0 we see

that for allg ∈ G¦0 we have maxj {|.gi j x j =xi /.y/|} = 1, whereg∗xi = ∑
j gi j x j .

First we look at the case|ž| < 1. Sincex ∈ Y∗
I0;¦0

, we have|.g∗x2=x2/.x/| =
|.g∗x3=x3/.x/| = 1. Write g∗x1 = ∑

aj xj andg∗x4 = ∑
bj xj . We get

max|aj xj =x1.y/| = max|bj xj =x4.y/| = 1:

This means that the product of

max
{|a1ž

−1x1.x/|; |a2x2.x/|; |a3x3.x/|; |a4ž
−1x4.x/|

}
and

max
{|b1ž

−1x1.x/|; |b2x2.x/| ; |b3x3.x/| ; |b4ž
−1x4|

}
is equal to|x2x3.x/|.

Now takeg ∈ P¦0 as in the assumption. Then|g∗x1g∗x4=x2x3.x/| = 1. Just as
before we obtain max{|ai xi .x/|} max{|bi x|} = |x2x3.x/|. Comparing these two values
of |x2x3.x/| and using|ž| < 1 we see that{

max
{|a1ž

−1x1.x/|; |a4ž
−1x4.x/|

} = max{|a2x2.x/|; |a3x3.x/|}
max

{|b1ž
−1x1.x/|; |b4ž

−1x4.x/|
} = max{|b2x2.x/|; |b3x3.x/|} :

The description ofG¦0 shows that|ai | = 1 and|b2| = |b3| = |³ |. Hence

|x2x3.x/| = max{|x2|; |x3|} max{|³x2|; |³x3|}:
Since x ∈ Y∗

I0;¦0
we have|.x2=x3/.x/| ≤ 1. Hence|x2x3| = |x3||³x3|, that is,

|x2=x3| = |³ |. Furthermore

|.g∗x1=g∗x4/.x/| = |.g∗x2=g∗x3/.x/| = |.x3=x2/.x/| = |³ |;
hencex ∈ Ys

gI0;¦0
. The proofs of other cases are similar.

REMARK. The lemma and Figure1 show that one has|.x1x4=x2x3/.x/| 6= 1
and |.g∗x1g∗x4=g∗x2g∗x3/.x/| = 1 for someg ∈ G¦0 only in the following cases:
.1; ža; žb; c/ and.ž³; ³a;b; žc/ with |ž| < 1, |a| − |b| = |c| = 1.

LEMMA 6.4. LetA =gA0, x ∈ gYs
A0

, andh ∈ GIA .x/. Then|.h∗g∗xi=g∗xi /.x/| ≤ 1.
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FIGURE 1.

PROOF. It is sufficient to proof this forA = A0. We know thatGIA0.x/
is spanned

by Un+Þ for those rootsÞ such thatÞ.q/ ≥ n holds for allq ∈ IA0.x/. We only
do the caseÞ = Þ2. The others are similar. We takeh ∈ Un+Þ2. We can write
h∗.x/ = .x1; x2; x3 − ax2; x4/. It follows from the explicit description ofIA0.x/ that
v.a/ ≥ −v.x2=x3.x// and so|.h∗x3=x3/.x/| ≤ 1.

7. Applications of the r map

In this section we shall prove a number of lemmas explaining how we can use ther
maps to study the partitioning of the stable points by the action of the torus. For
example we shall show thatx ∈ Yss if and only if r ss.x/ > 0.

7.1. Using the torus invariantsx1x4; x2x3 we define forx ∈ Yss
A0

andg ∈ G.F/

r ss
gA0;A0

.x/ = max{|g∗.x1x4/.x/| ; |g∗.x2x3/.x/|}
max{|.x1x4/.x/| ; |.x2x3/.x/|} :

Recall we also have introduced

r ss.x/ =
{

inf
{
r ss

gA0;A0
.x/ : g ∈ G.F/

}
if x ∈ Yss

A0
;

0 if x =∈ Yss
A0
:

We also introduce here another function. Takex ∈ Yss. Let g.A0/ be an
apartment such thatr ss

gA0;A0
.x/=r ss.x/. Suppose|g∗.xj x5− j /.x/| ≥ |g∗.xi x5−i /.x/|,

j 6= i;5 − i . Then we define:r s
gA0
.x/ = |g∗.xi x5−i=xj x5− j /.x/|. For x ∈ Yss, we

definer s.x/ = inf{r s
A
.x/ : r ss

A ;A0
.x/ = r ss.x/}.

7.2. Let Þ be the root ofgT g−1 associated withg∗xj =g∗x5− j and assume
r s

A.x/ < 1. For x in Yss, let Lx be the set ofq ∈ A such thatÞ.q/ = Þ.vA .x// =
−v..g∗xj =g∗x5− j /.x//. Let ¦ ∈ A be an alcove such thatvgA0.x/ ∈ ¦ . Then we
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define: T.x/A := ⋃
g∈G¦

g.Lx/. By definition T.x/A ⊂ B is a sub tree of the
building. FurthermoreIA .x/ ⊂ T.x/A . The next lemma shows thatT.x/A does not
depend on the choice ofA . So we takeT.x/ := T.x/A .

LEMMA 7.1. Let x ∈ Yss and A j ; j = 1;2 be such thatr ss
A j ;A0

.x/ = r ss.x/
and r s

A j
.x/ < 1. Let vA j

.x/ ∈ ¦ j ∈ A j . Then either¦1 ∩ ¦2 6= ∅ or vA j
.x/ ∈

T.x/A1 = T.x/A2 .

PROOF. Let gj ∈ G.F/ be such thatgj .¦0/ = ¦ j ; gj .A0/ = A j . LetA be such
that¦1; ¦2 ∈ A . Let f j ∈ G¦ j

be such thatf j gj .A0/ = A .
Sincer ss

A j ;A0
.x/ = r ss.x/ we haver ss

A ;A0
.x/ = r ss.x/. For eachj let i j be such

that |g∗
j .xi j

x5−i j
/.x/| = max{|g∗

j .xi x5−i /.x/| : i = 1;2}. Sincer ss
A jA0

.x/ = r ss.x/
andr s

A j
.x/ < 1 we have| f ∗

j g∗
j .xi j

x5−i j
/.x/| = max{| f ∗

j g∗
j .xi x5−i /.x/| : i = 1;2}.

If f ∗
1 g∗

1.xi1x5−i1/.x/ = f ∗
2 g∗

2.xi2x5−i2/.x/ then one clearly hasT.x/A1 = T.x/A2. If
f ∗
1 g∗

1.xi1x5−i1/.x/ 6= f ∗
2 g∗

2.xi2x5−i2/.x/ thenr s
A
.x/ = 1. Now by Lemma6.3we have

vA .x/ ∈ ¦1 andvA .x/ ∈ ¦2. Hence¦1 ∩ ¦2 6= ∅.

LEMMA 7.2. There exists an apartmentA satisfying r ss
A ;A0

.x/ = r ss.x/ and
r s
A
.x/ = 0 if and only ifr s.x/ = 0.

PROOF. Let gi be such thatr ss
giA0;A0

.x/ = r ss.x/ andr s
giA0

.x/ → 0. Let¦ ∈ g1A0

be an alcove such thatx ∈ Yss
g1A0;¦

. Sincer ss
g1A0;A0

.x/ = r ss.x/, for all h ∈ G¦

we haver ss
hg1A0;A0

.x/ = r ss.x/. We will construct a sequencehi ∈ G¦ such that
r s

hi g1A0
.x/ → 0. The compactness ofG¦ implieshi → h. Thenr s

hg1A0
.x/ = 0 and the

lemma follows.

We know thatvgiA0.x/ ∈ T.x/. Find a line Li ⊂ T.x/ containingvgiA0.x/
and vg1A0.x/ such thatLi contains half of the interval of stabilityIgiA0.x/. Next
choose an apartmentAi containingLi . SinceLi containsvg1A0.x/, one hasAi =
hi g1A0 for somehi ∈ G¦ . The fact thatAi contains half ofIgiA0.x/ implies that
r s
Ai
.x/ ≤ r s

giA0
.x/=2. Hencer s

hi g1A0
.x/ → 0, we are done.

LEMMA 7.3. If x ∈ Y∗
A ;¦ then for allA ′ containingIA .x/ one hasr s

A ′.x/ ≤ r s
A
.x/.

PROOF. SupposeIA .x/ ⊂ A ′. Then we have anh ∈ GIA .x/ such thatA ′ = h.A /.
It is sufficient to prove the lemma in the caseA = A0. Furthermore, we only treat
the casex ∈ Y∗

A0;¦
with |.x1x4=x2x3/.x/| ≥ 1. The other case is similar. In this case

we have|.h∗x1=x1/.x/| = |.h∗x4=x4/.x/| = 1 sinceh ∈ GIA .x/ ⊂ G¦ . Furthermore
we have|.h∗x2=x2/.x/| ≤ 1, |.h∗x3=x3/.x/| ≤ 1. Hence

r s
A ′.x/ = |.h∗x2h ∗ x3=h∗x4h∗x1/.x/| ≤ |.x2x3=x4x1/.x/| = r s

A0
.x/:

This proves the lemma.
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LEMMA 7.4. If x ∈ Yss
A0

, then there exists anh ∈ G.F/ such thatx ∈ h · Ys
A0

andr ss
hA0;A0

.x/ = 1.

PROOF. If x ∈ Ys
A0

we can takeh = id. So let us assume thatx =∈ Ys
A0

. Then
either x1x4 = 0 or x2x3 = 0, and not both sincex ∈ Yss

A0
. It is sufficient to treat

only the casex1x4 6= 0 andx2x3 = 0. Takeh1.x/ = .x1; x2 + ax1; x3; x4 − ax3/ and
h2.x/ = .x1 −bx2; x2; x3 +bx4; x4/. Then choosea;b ∈ F such thath2;h1.x/ ∈ Ys

A0
.

By taking|a|; |b| sufficiently small we can get thatr ss
A0;h2h1A0

.h2h1.x// = 1. Therefore
h = .h2h1/

−1 satisfies the lemma.

LEMMA 7.5. If ¦ ⊂ A ⊂ I andx ∈ Y∗
I ;¦ then for allg∈G¦ we haver ss

gA ;A .x/=1.

PROOF. We may assume that¦ = ¦0 andI = I0 after replacingx by g−1.x/. It
is sufficient to treat the case|x1x4=x2x3.x/| < 1. Then

r ss
gA0;A0

.x/ = max{|g∗.x1x4/=x2x3.x/|; |g∗.x2x3/=x2x3.x/|}:

SinceY∗
I0;¦0

⊂ Ys
A0;¦0

it follows from Lemma6.1 (b) that for all g ∈ G¦0 we have
r ss

g A0;A0
.x/ = 1. So for allA with ¦0 ∈ A we haver ss

A ;A0
= 1.

LEMMA 7.6. If x =∈ Yss
A0

then for allI ⊂ B, and for all¦ ∈ I we havex =∈ Y∗
I ;¦ .

PROOF. Let us assumex =∈ Yss
A0

. Thenx1x4 = x2x3 = 0. It is sufficient to treat the
case wherex1 = x2 = 0.

First we assume thatx3x4 6= 0. Takea;b ∈ F× and h ∈ G.F/ given by
h.y1; y2; y3; y4/ = .y1 + ay4; y2 + by3; y3; y4/. Now h.x/ = .ax4;bx3; x3; x4/ ∈ Ys

A0
.

Hencex ∈ Ys
h−1A0

. Supposex ∈ Y∗
I ;¦ and that¦ lies in A ⊂ I . By taking

|a|; |b| sufficiently small we can make sure thatr ss
h−1A0;A

.x/ < 1. Now we can find a
¦1 ∈ h−1

A0 such thatx ∈ Ys
h−1A0;¦1

. Next we can findÃ containing¦ and¦1. Now
r ss
Ã ;A

.x/ ≤ r ss
h−1A0;A

.x/ < 1. SinceÃ = f A for some f ∈ P¦ this contradicts the fact
thatx ∈ Y∗

I ;¦ .
Now suppose that alsox3x4 = 0. It is enough to treat the casex3 = 0. So

x = .0;0;0;1/. Now we usẽh = h2h1h whereh1.x1; x2; x3; x4/ = .x1 + bx3,
x2 + bx4; x3; x4/ andh2.x1; x2; x3; x4/ = .x1; x2; x3 + cx2; x4/ with b; c ∈ F×. Now
h2h1h.x/ = .a;b;bc;1/. Again h̃.x/ ∈ Ys

A0
. Now apply the same proof as above to

finish this case.

LEMMA 7.7. If ¦ ⊂ A ⊂ I andx ∈ Y∗
I ;¦ thenr ss.x/ > 0.

PROOF. We may assume that¦ = ¦0 andI = I0 after replacingx by g−1.x/.
By Lemma7.5 for all A with ¦0 ∈ A we haver ss

A ;A0
= 1. Take an apartmenthA0.
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If r ss
hA0;A0

.x/ = 0 then x =∈ hYss
A0

. From Lemma7.6 it follows that x =∈ Y∗
I0;¦0

.
Therefore this cannot occur. Now we assume thatr ss

h A0;A0
.x/ =∈ 0. We havex ∈

h · Yss
A0

. Using Lemma7.4 we find an apartmentg.h.A0// such thatx ∈ gh.Ys
A0
/

andr ss
ghA0;hA0

.x/ = 1. Thusr ss
hA0;A0

.x/ = r ss
ghA0;A0

.x/. Sincex ∈ gh.Ys
A0
/ there exists

a ¦1 ∈ gh.A0/ such thatx ∈ Ys
ghA0;¦1;

. Take an apartmentA ′′ containing both¦0

and¦1. By general properties of ther function we haver ss
A ′′;A0

.x/ ≤ r ss
ghA0;A0

.x/.
Therefore,r ss

hA0;A0
.x/ ≥ 1. So we have proved the lemma.

LEMMA 7.8. We havex ∈ Yss if and only ifr ss.x/ > 0.

PROOF. If x =∈ Yss then there exists an elementh ∈ G.F/ such thatx =∈ hYss
A0

.
Hencer ss.x/ = 0. Conversely assumex ∈ Yss and thatr ss.x/ = 0. Take a
sequencegi ∈ G.F/ such thatr ss

giA0;A0
.x/ → 0. Sincex ∈ gXss we can use

Lemma7.4 to find anhi ∈ G.F/ such thatx ∈ hi Ys
A0

andr ss
hiA0;A0

.x/ = r ss
giA0A0

.x/.
So let us replace the sequencegi by the sequencehi . Sincex ∈ hi Ys

A0
there exist

¦i ∈ hiA0 such thatx ∈ Ys
hiA0;¦i

. We can assume thath1A0 = A0 and¦1 = ¦0.
Find an apartmentAi containing both¦0 and ¦i . Then there exist̃fi ∈ G¦i

and
fi ∈ G¦0 such thatAi = fi .A0/ = f̃ i hi .A0/. Using Lemma6.1 we find that
r ss
Ai ;A0

.x/ = r ss
fiA0;A0

.x/ ≤ r ss
hiA0;A0

.x/. So we have constructed a sequencefi ∈ G¦0

such thatr ss
fi ;A0;A0

.x/ → 0. SinceG¦0 is compact,fi → f . Clearlyr ss
fA0;A0

.x/ = 0.
Hencex =∈ f Yss

A0
and sox =∈ Yss. This gives the required contradiction.

LEMMA 7.9. Yss ⊂ ⋃
I ;¦ Y∗

I ;¦ .

PROOF. Since x ∈ Yss one hasr ss.x/ > 0. We can findg ∈ G.F/ such that
r ss

gA0;A0
.x/ = r ss.x/. If x ∈ Ys

gI0
thenx ∈ Ys

gI0;¦
for some¦ ⊂ I . Sincer ss

gA0;A0
.x/ =

r ss.x/ we must havex ∈ Y∗
gI0;¦

. So let us assume thatx =∈ Ys
gI0

. We can assume that
g = id. There exists anA ⊂ I0 such thatx ∈ Ys

A0
. Again we can assumeA = A0.

We only treat the casex1x4 6= 0, x2x3 = 0. The other case is similar. Sincex ∈ Yss

there cannot be a relationx1 + ax4 = 0 for somea ∈ F . From this it follows that
x ∈ Ys

hI0
whereh is as in the proof of Lemma7.4. Since we haver ss

hA0;A0
.x/ = 1, the

lemma follows.

8. Affinoid coverings

In this section we shall give a construction of a pure affinoid covering ofYs which
yields a reduction consisting of proper components.

THEOREM 8.1. When we take all theSL2.F/× SL2.F/ sub-buildingsI of theC2

buildingB, all simplices¦ ∈ I and all integersn the affinoidsY∗
I ;¦;n coverYss.



400 K. F. Lai [18]

This follows from Lemma7.6and Lemma7.9.
The analytic spaceYs

A0;O
is not affinoid, but we can cover it by affinoidsYs

A0;O;n
.

And {Ys
A0;O;n

for n ∈ Z} is a pure affinoid covering ofYs
A0;O

. While {Ys
A0;¦;n

| ¦ ∈
A0;n ∈ Z} gives a pure affinoid covering ofYs

A0
.

PROPOSITION8.2. The following are pure affinoid coverings:

(a) Ys
A0;O

= ⋃
n∈Z Ys

A0;O;n
.

(b) Ys
A

= ⋃
¦∈A;n∈Z Ys

A ;¦;n.
(c) Ys

I
= ⋃

n∈Z;¦∈I Ys
I ;¦;n.

PROOF. We prove part (c). First we remark thatYs
I0;¦;n is the set ofx in Ys

A0;¦;n such
that|g ∗ xi=xi .x/| = 1 for all g ∈ H¦ andi = 1; : : : ;4. Furthermore, forx ∈ Ys

A0;¦;n

one has|g ∗ xi=xi .x/| ≤ 1. So Ys
I0;¦;n ⊂ Ys

A0;¦;n is an open affinoid subspace of
the form: Ys

I0;¦;n = Ys
A0;¦;n − R−1.VA0;¦;n/. HereR denotes the canonical reduction

map of Ys
A0;¦;n and VA0;¦;n is a closed subvariety. To see that the covering is pure

consider the intersectionYs
I ;¦;n ∩ Ys

I ;¦ ′;m. Take an apartmentA ⊂ I containing¦
and¦ ′. It follows from part.a/ of the proposition thatYs

A ;¦;n ∩ Ys
A ;¦ ′;m is pure . Since

Ys
I ;¦;n = Ys

A ;¦;n − R−1.VA ;¦;n/ andYs
I ;¦ ′;m = Ys

A ;¦ ′;m − R−1.VA ;¦ ′;m/, the intersection
Ys
I ;¦;n ∩ Ys

I ;¦ ′;m is also pure. This completes the proof.

8.1. A construction We give the construction of the affinoids which will be used to
cover the space of stable points. SupposeA is g · A0. For¦1; ¦2 ∈ A let1.¦1; ¦2/

denote the convex hull of.¦1; ¦2/. For ¦ ∈ A let Y.A ; ¦; ¦1; ¦2/
′ be the set ofx

in Y∗
A ;¦ such thatvA .x/ ∈ ¦ , and that1.¦1; ¦2/ containsIA .x/, ¦1 ∩ IA .x/ 6= ∅,

¦2 ∩ IA .x/ 6= ∅, and that for allh ∈ G1.¦1 ;¦2/ we have|h∗g∗xi=g∗xi .x/| = 1.
We will always assume¦1; ¦2 chosen in such a wayY.A ; ¦; ¦1; ¦2/

′ is nonempty. If
x ∈ Y.A ; ¦; ¦1; ¦2/

′ andA ′ ⊃ 1.¦1; ¦2/ thenIA ′.x/ = IA .x/. Next we introduce an
open subaffinoidY.A ; ¦; ¦1; ¦2/ of Y.A ; ¦; ¦1; ¦2/

′ such that forx in this subaffinoid
and forA′ ⊃ IA .x/ we getIA ′.x/ = IA .x/. To do this we take certain functionsf in
the affinoid algebra ofY.A ; ¦; ¦1; ¦2/

′ demand that| f .x/| = 1 to get our subaffinoid.
Suppose that the end points of the intervalIA .x/ are P1; P2 with Pi ∈ ¦i and that
the centervA .x/ of IA .x/ lies in ¦ . Suppose that the wallL of ¦1 corresponds a
certain root and the lineL is defined by|xi=xj .x/| = |³n| say. Then we know forx
in Y.A ; ¦; ¦1; ¦2/

′ we have|xi=xj .x/| ≤ |³n|. Now choose|a| = 1 then

(1) P1 is in the interior of¦1 if and only if |xi=xj .x/| < |³n|, which in turn implies
|xi + ³naxj =xj .x/| = |³naxj =xj .x/| = |³n|;
(2) P1 is in ¦1 ∩ L if and only if |xi=xj .x/| = |³−n|, which in turn implies

|xi + ³naxj =xj .x/| ≤ |³n|.
So we can takef as being³−n.xi + ³naxj =xj /. From the construction we now have:
If x ∈ Y.A ; ¦; ¦1; ¦2/ and IA .x/ ⊂ A

′ then IA .x/ = IA ′.x/. Finally, if A is in
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theSL2×SL2 buildingI andH is theSL2×SL2 acting onI andA = g·A0 we put
Y.I ; ¦; ¦1; ¦2/ to be the set ofx in Y.A ; ¦; ¦1; ¦2/ such that|h∗g∗xi =g ∗ xi .x/| = 1
for all h ∈ H¦ .

LEMMA 8.3. Suppose that¦ ∈ A ⊂ I andx ∈ Y.I ; ¦; ¦1; ¦2/.

(a) If h.IA .x// ⊂ A ′ for someh ∈ H then IA ′.x/ = h.IA .x//.
(b) If h ∈ G¦ then IhA .x/ = h.IA .x// if and only ifh.IA .x// ⊂ I .
(c) If h ∈ G¦ then IhA .x/ 6= h.IA .x// if and only ifr s

A
.x/ ≤ r s

hA .x/.

This follows immediately from the definitions.

LEMMA 8.4. (a) If r s.x/ 6= 0 thenx is in one of theY.I ; ¦; ¦1; ¦2/.
(b) r s.x/ 6= 0 if and only ifx ∈ Ys.

PROOF. (a) It suffices to takeA such thatr s
A
.x/ = r s.x/.

(b) Find anA such thatx ∈ Y.A ; ¦; ¦1; ¦2/ for some¦; ¦1; ¦2. Now observe that
there exists anh ∈ P¦ such thatr s

hA .x/ = 0 if and only if x =∈ Ys.

LEMMA 8.5. Supposex ∈ Y.I 1; ¦; ¦1; ¦2/ ∩Y.I2; −; −1; −2/. Let ¦ ∈ A1 ⊂ I1

and − ∈ A2 ⊂ I2. Then there existsh ∈ H1;¦ such thath.IA1.x// = IA2.x/
and II1.x/ = II2.x/.

PROOF. Take an apartment̃A containing¦ and − . Now r s
Ã
.x/ depends on the

intersection ofSx;H1 ∩ Ã and also on the intersectionSx;H2 ∩ Ã. If Ss;H1 6= sx;H2 then
we can changẽA a little such thatSx;H1 ∩ Ã changes andSx;H2 ∩ Ã remains the same.
The change ofSx;H1 ∩ Ã means thatr s

Ã
.x/ changes whereas sinceSx;h2 ∩ Ã does not

changer s
Ã

does not changer s
Ã
.x/ also does not change. This is absurd and one must

have Sx;H2 ∩ Ã = Sx;H1 ∩ Ã. Since both¦; − ∈ Ã it easily follows that one must
haveII1.x/ = II2.x/.

THEOREM 8.6. The family of setsY.I ; ¦; ¦1; ¦2/ obtained by taking allSL2× SL2

buildingsI ⊂ B, ¦; ¦1; ¦2 in all apartmentsA in I gives a pure covering ofYs.
Furthermore the reduction with respect to this covering consists of proper components.

PROOF. Let x ∈ Ys. Then we can findA ⊂ B such thatr s
A.x/ = r s.x/. The

proposition above shows thatIx := II .x/ is uniquely determined. HereI is the
SL2 × SL2 building containingA . This is clear, since we have a uniqueSx for
eachx ∈ Ys. From this one easily concludes that the covering is pure. That the
reduction consists of proper components is proved using the same method as in [12,
Theorem 3.6, part 5].
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