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Abstract

The two-sided ideals of group near-rings are characterized and studied. Various examples are presented
to illustrate the interplay between ideals in the base near-ringR and the corresponding group near-ring
R[G]. Some results concerning the Jacobson radicals ofR[G] are also discussed.
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1. Introduction

In [2] group near-rings have been defined in their most general form. Since then,
some work has been done on the ideal theory of group near-rings (see [1, 5]), but only
for certain special cases, such as for near-rings which are distributively generated.
This paper is meant to be the first step towards laying the groundwork for the ideal
theory of general group near-rings. These ideals are characterized and some of their
fundamental properties are revealed. Several results from matrix near-ring theory are
utilized in order to do so.

Throughout this paper,R denotes a right near-ring with identity 1 andG denotes a
(multiplicatively written) group with identitye and with|G| ≥ 2. For general results
on near-rings, the reader is referred to a standard textbook such as [9]. Recall that
for any (additively written) groupH , the set of all mappingsf : H → H under
the operations of pointwise addition and composition, forms a near-ring, denoted by
M.H /. We need this in the following

DEFINITION 1.1 ([2]). Let RG denote the direct sum of|G| copies of the group
.R;+/. The group near-ringconstructed fromR and G, denotedR[G], is the
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subnear-ring ofM.RG/ generated by the set{[r; g] ∈ M.RG/ : r ∈ R; g ∈ G}, where
[r; g] : RG → RG is defined by.[r; g].¼//.h/ = r¼.hg/, for all ¼ ∈ RG andh ∈ G.

It follows that in case of a finite groupG, with |G| = n, the near-ringR[G] is
closely related to then × n matrix near-ring overR. Hence we pertinently give the
following definition, due to Meldrum and van der Walt [6].

DEFINITION 1.2. Let Rn denote the direct sum ofn copies of the group.R;+/.
The n × n matrix near-ringover R, denotedMn.R/, is the subnear-ring ofM.Rn/

generated by the set{ f r
i j ∈ M.Rn/ : r ∈ R;1 ≤ i; j ≤ n}, where f r

i j : Rn → Rn is
defined byf r

i j .Þ/ = �i .r³ j .Þ//, for all Þ ∈ Rn. Here,�i : R → Rn and³ j : Rn → R
denote thei -th and j -th co-ordinate injection and projection functions respectively.
For typographical reasons we also sometimes write[r ; i; j ] for the matrix f r

i j .

The interested reader should consult [1, 2, 5] for basic results on group near-rings
and [6, 7] for general results on matrix near-rings. Note that whenR happens to be a
ring, then bothR[G] andMn.R/ revert to the standard situation in ring theory.

Our first result relatesR[G] andMn.R/ in caseG is a finite group. As usual,Sn

denotes the symmetric group on the set{1;2; : : : ;n}.

THEOREM 1.3. If G is a finite group with|G| = n, thenR[G] is a subnear-ring of
Mn.R/, sharing the same identity element[1;e] = f 1

11 + f 1
22 + · · · + f 1

nn.

PROOF. The elements of bothR[G] andMn.R/ are mappings of the formRn → Rn.
Hence it is sufficient to show that each mapping inR[G] is also inMn.R/. In fact, it
is sufficient to show that each generator[r; g] of R[G] is ann × n matrix.

To this end, let[r; g] ∈ R[G], whereG = {g1; g2; : : : ; gn}. We can use the
elements ofG to index the co-ordinates of anyÞ ∈ Rn, that is, thei -th co-ordinate of
Þ is Þ.gi / = ³i .Þ/. Now consider an arbitraryÞ = 〈sg1; sg2; : : : ; sgn

〉 ∈ Rn, where
Þ.gi / = sgi

; i = 1;2; : : : ;n. Then

[r; g]〈sg1; sg2; : : : ; sgn
〉 = 〈rsg1g; rsg2g; : : : ; rsgng〉
= 〈rsg².1/; rsg².2/; : : : ; rsg².n/〉 for some² ∈ Sn

= ([r ; 1; ².1/] + [r ; 2; ².2/] + · · · + [r ; n; ².n/])Þ:
Note that² depends ong only. It follows that[r; g] = ∑n

i =1[r ; i; ².i /] ∈ Mn.R/.

2. Basic results on the ideal theory ofR[G]

An important question now arises: Given an idealA of R, how do we relate a
corresponding ideal inR[G]? This problem has been studied for matrix near-rings,
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and satisfactory results have been obtained (see [3, 4, 7, 8, 11]). Keeping in mind
that whenR is a ring (with identity), the complete set of (two-sided) ideals ofMn.R/
can be obtained by consideringMn.A/ for idealsA of R, the natural approach was to
define ideals

A+ = Id〈 f a
11 : a ∈ A〉Mn.R/

and

A∗ = .An : Rn/Mn.R/ = {U ∈ Mn.R/ : U .Rn/ ⊆ An}
in Mn.R/, for an idealA of R. We use the notation Id〈X〉R to denote the ideal ofR
generated by the subsetX ⊆ R. Also note that, sincef a

i j = f 1
i 1 f a

11 f 1
1 j , our definition of

A+ agrees with the definitionA+ = Id〈 f a
i j : a ∈ A;1 ≤ i; j ≤ n〉Mn.R/ given in [11].

It is easily checked thatA+ ⊆ A∗. WhenR is a ring, A+ = A∗ = Mn.A/, but in
the general near-ring situation, it can happen thatA+ ⊂ A∗, where ‘⊂’ means ‘proper
inclusion’. Moreover, it turned out that, in certain cases, ideals strictly enveloped
betweenA+ andA∗ for someA, and not equal toB+ or B∗ for any idealB of R, exist.
These ideals were termedintermediate, and it was shown in [3] that any ideal of a
matrix near-ring must be of the formA+ or A∗ if it is not intermediate.

Following the same strategy for group near-rings leads to similar results, but we do
(rather unexpectedly) also get something new. So letA be an ideal ofR, and define

+ A = Id〈[a;e] : a ∈ A〉R[G]
and

∗ A = .AG : RG/R[G] = {U ∈ R[G] : U .RG/ ⊆ AG}:
Note that we use left superscripts to distinguish between the group near-ring and the
matrix near-ring situation. The following result relates all these ideals in caseG is
finite.

THEOREM 2.1. Let G be a finite group with|G| = n. For any idealA of R, we
have the following inclusions, denoted by arrows:

R[G] −−−→ Mn.R/x x
∗ A −−−→ A∗x x
+ A −−−→ A+

PROOF. The fact that each[a;e];a ∈ A, belongs to∗ Aand eachf a
11;a ∈ A, belongs

to A∗ forces+ A ⊆ ∗ A and A+ ⊆ A∗. The other inclusions follow from Theorem1.3
and its proof.
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It is also natural to ask how to construct an ideal in the base near-ringR from a
given idealA of Mn.R/ or R[G]. In the matrix near-ring case, the construction is as
follows: For an idealA of Mn.R/, define

A∗ = {³1U �1.1/ : U ∈ A}:
Note that this definition is equivalent to the definition

A∗ = {x ∈ R : x ∈ Im.³ j U /; for someU ∈ A;1 ≤ j ≤ n}
given in [6]: if Þ = 〈Þ1; Þ2; : : : ; Þn〉 ∈ Rn, andUÞ = þ = 〈þ1; þ2; : : : ; þn〉 for some
U ∈ A, then³ j .UÞ/ = þ j = ³1

[
f 1
1 j U . f Þ1

11 + f Þ2
21 + · · · + f Þn

n1 /
]
�1.1/. It is clear that

f 1
1 j U . f Þ1

11 + f Þ2
21 + · · · + f Þn

n1 / ∈ A, sinceA is a two-sided ideal.
To make a similar construction in the group near-ring case, we need the analogous

in RG of the element�1.1/ in Rn. This is given by" ∈ RG, where".e/ = 1 and
".g/ = 0 if g 6= e. For the remainder of this paper," will always denote this particular
element ofRG. Now letA be an ideal ofR[G]. Then

∗A = {.U"/.e/ : U ∈ A}:
It follows that bothA∗ and ∗A are ideals ofR (see [6, Proposition 4.6] and [2,
Lemma 4.8]). The following theorem summarizes the basic relationships amongst all
these ideals.

THEOREM 2.2. (a) Let A be an ideal ofR and letA be an ideal ofMn.R/. Then

.A+/∗ = A = .A∗/∗ and .A∗/+ ⊆ A ⊆ .A∗/∗:

(b) Let A be an ideal ofR and letA be an ideal ofR[G]. Then

∗.+ A/ = A = ∗.∗ A/ and A ⊆ ∗.∗A/:

(c) The mapsA 7→ A+; A 7→ A∗; A 7→ + A and A 7→ ∗ A (for A an ideal ofR) are
injective. The mapsA 7→ A∗ (for A an ideal ofMn.R/) andA 7→ ∗A (for A an
ideal of R[G]) are surjective.

PROOF. (a) See, for example, [7].
(b) Let a ∈ A. Then[a;e] ∈ + A, so thata = .[a;e]"/.e/ ∈ ∗.+ A/. If a ∈ ∗.+ A/,
then a = .U"/.e/ for someU ∈ + A ⊆ ∗ A, which shows thata ∈ A. Hence,
A = ∗.+ A/. The same procedure is followed to show thatA = ∗.∗ A/.

Furthermore, it follows from [2, Theorem 4.9] thatA ⊆ ∗.∗A/.
(c) These properties follow in a straightforward manner from (a), (b), [7, Proposi-
tion 1.46] and [2, Theorems 4.4–4.5].
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Unexpectedly (becauseof the corresponding result in (a)), the inclusion+.∗A/ ⊆ A

is in general not valid for group near-rings; not even for a commutative group ring, as
the next example shows.

EXAMPLE 2.3. Let R be a commutative ring and letG be an Abelian group which
contains an elementg of order 2. Consider the elementU = [1;e] + [1; g] of the
commutative group ringR[G], and letA = Id〈U 〉R[G] . Then

.U"/.e/ = ..[1;e] + [1; g]/"/.e/ = ".e/+ ".g/ = 1:

So 1∈ ∗A, forcing∗A = R. But then+.∗A/ = R[G].
We now show thatA is a proper ideal ofR[G], from which the desired result

+.∗A/ 6⊆ A follows. Consider� ∈ RG, where�.e/ = 1; �.g/ = −1 and�.h/ = 0
if h ∈ G \ {e; g}. Then .U� /.h/ = �.h/ + �.hg/ = 0 for all h ∈ G. Hence
U ∈ AnnR[G].� / from which it follows thatA ⊆ AnnR[G].� /. But since there are
elements inR[G] which do not annihilate� (such as the identity[1;e]), our result
follows.

3. Intermediate ideals

As in the case of matrix near-rings, the concept of an intermediate ideal also makes
sense for group near-rings. As mentioned before, there is, in general, a gap between
+ A and∗ A for an idealA of R. One way to measure the ‘size’ of this gap is to count
the number of ideals which occur in this gap.

DEFINITION 3.1. An idealA of R[G] such that+ A ⊂ A ⊂ ∗ A for some idealA of
R, is called anintermediate idealof R[G]. (Recall that ‘⊂’ denotes proper inclusion.)

Our first task is to show that these ideals do indeed exist.

EXAMPLE 3.2. Consider the zero-symmetric near-ringZ0[x] of polynomials over
the integers with zero constant term. Addition is the usual addition of polynomials
and multiplication is defined to be composition of polynomials. Fixn ∈ Z, n ≥ 4, and
defineR to be the subnear-ring ofZ0[x] of all polynomials of which the coefficients
of x2; x3; : : : ; x2n−1 are equal to 0, that is,

R = {a1x + a2nx2n + a2n+1x2n+1 + · · · + akxk : k ≥ 2n;

ai ∈ Z; i = 1;2n;2n + 1; : : : ; k}:
Also, if m R (for a positive integerm) denotes the set of all polynomials inR, the
coefficients of which are divisible bym, then one easily checks thatm R is an ideal
of R.
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Let G = {e; g}. (We could use any finite group here, but the notation becomes
more complicated and unnecessarily obscures the clarity of the arguments.) By
Theorem1.3, R[G] is a subnear-ring ofM2.R/. Furthermore, by Theorem2.1, if A
is any ideal ofR, then+ A ⊆ A+. This implies that we can use the results of [8] to
prove the following.

RESULT 3.2.1. For anyU ∈ R[G] and for any〈p;q〉 ∈ R2 we have thatU 〈p;q〉 =
〈�1.p;q/; �2.p;q/〉, where the�i denote polynomials in two variables over the integers.
Moreover, in both�1.p;q/ and �2.p;q/, the coefficients ofpkq2n−k are divisible
by

(
2n
k

)
, k = 0;1; : : : ;2n.

RESULT 3.2.2. Let A = m R for some positive integerm and letU ∈ + A. Then,
for any〈p;q〉 ∈ R2 we have thatU 〈p;q〉 = 〈�1.p;q/; �2.p;q/〉, where the�i denote
polynomials in two variables over the integers. Moreover, in both�1.p;q/ and
�2.p;q/, the coefficients ofpkq2n−k are divisible bym

(2n
k

)
, k = 0;1; : : : ;2n.

Now letm = 2n and consider the idealA = m R. We show that+ A ⊂ ∗ A and that
there exists a chain ofn − 2 idealsAi , i = 1;2; : : : ;n − 2, such that

+ A ⊂ A1 ⊂ A2 ⊂ · · · ⊂ An−2 ⊂ ∗ A:

Consider the elementsW1;W2 ∈ R[G] where

W1 = [x2n−1

;e].[x;e] + [x; g]/; W2 = [x2n−1

;e].[−x;e] + [x; g]/:
DefineW = W1 − W2. ThenW〈p;q〉 = 〈�.p;q/; �.p;q/〉 where

�.p;q/ = 2
2n−2∑
i =1

(
2n−1

2i − 1

)
p2n−1−2i +1q2i −1;

for all 〈p;q〉 ∈ R2.
By using Results3.2.1and3.2.2, the remainder of the proof follows exactly the

same lines as the proof of [8, Proposition 3.2], except that we do not have 0 in the
second co-ordinates of the elements ofR2, that is, we have here〈�.p;q/; �.p;q/〉
rather than〈�.p;q/;0〉, but this has no effect on what we want to show.

At this point one could raise the question: Although an intermediate idealA has
the property that+ A ⊂ A ⊂ ∗ A for some idealA of R, isn’t it possible thatA = + B
or A = ∗ B for some other idealB of R? As in the case of matrix near-rings, the
answer is no:

THEOREM 3.3. If A is an intermediate ideal ofR[G], then there is a unique ideal
A of R such that+ A ⊂ A ⊂ ∗ A. Moreover,A is not equal to+ B or ∗ B for any ideal
B of R.
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PROOF. By using Theorem2.2 (b) together with the methods used in [3, Lem-
mas 2.2–2.3], the results follow.

For a given intermediate idealA of Mn.R/, it is known thatA∗ is the unique ideal
A of R such thatA+ ⊂ A ⊂ A∗ (see [3, Corollary 2.5]). It is, however, still an
open question whether∗A is always the unique ideal ofRenveloping the intermediate
idealA of R[G].

4. Exceptional ideals

It was shown in [3, Lemma 2.3] that any ideal ofMn.R/ that is not intermediate,must
be of the formA+ or A∗ for some idealA of R. This gives a complete characterization
of the two-sided ideals ofMn.R/.

Surprisingly, the situation is somewhat different for group near-rings. There are,
in general, ideals ofR[G] that are not intermediate, but also not of the form+ A or of
the form∗ A, for any idealA of R.

DEFINITION 4.1. An idealA of R[G] that is not intermediate and also not of the
form+ A or of the form∗ A, for any idealA of R, is called anexceptionalideal ofR[G].

Lets continue to study Example2.3.

EXAMPLE 4.2. In Example2.3 it was found that+.∗A/ 6⊆ A for the idealA =
AnnR[G].� /. We proceed to show thatA is an exceptional ideal ofR[G]. Suppose
thatA ⊆ ∗ A for some idealA of R. Then, since..[1;e] + [1; g]/"/.e/ = 1, it follows
that 1∈ A, implying thatA = R. This, in turn, implies that+ A = ∗ A = R[G]. For
reference,

A ⊆ ∗ A implies + A = ∗ A = R[G]:(1)

Now suppose thatA is intermediate. Then+ A ⊂ A ⊂ ∗ A for an idealA of R. By (1),
+ A = ∗ A, a contradiction.

Suppose thatA = + A for some idealA of R. Then, by (1) and Theorem2.2 (b),
A = + A = R[G], a contradiction, becauseA is proper.

Finally, suppose thatA = ∗ A for an idealA of R. Again, by (1), it follows that
A = ∗ A = R[G], a contradiction.

It is interesting to note that an exceptional ideal could be found in every group
near-ring.

THEOREM 4.3. The augmentation ideal1 of R[G] is always exceptional.
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PROOF. It was shown in [2, Theorem 4.13] that1 = Id〈[1; g]−[1;e] : g ∈ G〉R[G] .
For anyg 6= e, [1; g] − [1;e] ∈ 1, so that..[1; g] − [1;e]/"/.e/ = −1 ∈ ∗1, forcing

∗1 = R. It follows that if1 ⊆ ∗ A for an idealAof R, then+ A = ∗ A = R[G], because
if 1 ⊆ ∗ A, then ∗1 ⊆ ∗.∗ A/ = A, according to Theorem2.2 (b). Furthermore,
becauseR[G]=1 ∼= R, by [2, Corollary 4.12], andR is assumed to be a non-
trivial near-ring,1 is a proper ideal ofR[G]. Now follow the same method as in
Example4.2.

5. Modules overR[G] and the Jacobson radicals

In this last section we would like to present some results regarding theJ -radicals
of R[G] which means that we need to study some module theory overR[G]. Since
similar results have been obtained with respect to matrix near-rings, we certainly want
to utilize these, henceforth we only focus on the case whereG is finite. In particular,
we letG = {g1 = e; g2; : : : ; gn}.

In what follows, the terminology ‘ideal’, ‘R-subgroup’, ‘simple’ and ‘R-simple’,
has the same meaning as in [9, Definitions 1.27 (b), 1.21 (b) and 1.36]. Also note
that, because of the way in whichR[G] (respectively,Mn.R/) is defined,Rn can be
viewed in a natural way as a (left)R[G]-module (respectively,Mn.R/-module). This
brings us to

THEOREM 5.1. If L is an ideal of the moduleRR, that is, L is a left ideal of the
near-ring R, thenLn is an ideal of the moduleR[G] Rn.

PROOF. We know thatLn is an ideal ofMn.R/R
n, by [6, Proposition 4.1]. But

sinceR[G] is a subnear-ring ofMn.R/ by Theorem1.3, the result follows.

The next step is to show how an arbitrary module overR can be extended to a
module overR[G]. Since we are only interested in type 0 and type 2 modules, we will
assume that all modules are monogenic, that is, if0 is anR-module then there exists

 ∈ 0 such thatR
 = 0. This implies that we can view0n as anR[G]-module, as
follows: LetU ∈ R[G] and〈
1; 
2; : : : ; 
n〉 ∈ 0n. Then there arer1; r2; : : : ; rn ∈ R
such thatri
 = 
i , i = 1;2; : : : ;n. Define

U 〈
1; 
2; : : : ; 
n〉 = .U 〈r1; r2; : : : ; rn〉/
;

where〈s1; s2; : : : ; sn〉
 = 〈s1
; s2
; : : : ; sn
 〉 for every〈s1; s2; : : : ; sn〉 ∈ Rn.
Note that this is exactly the way in which0n has been defined as anMn.R/-module

(see [10]). SinceR[G] is a subnear-ring ofMn.R/, this definition makes sense, and

R[G]0n is well-defined.
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THEOREM 5.2. If 0 is a monogenicR-module, then0n is a monogenicR[G]-
module.

PROOF. SupposeR
 = 0 for some
 ∈ 0. As before, we can index the co-
ordinates of anÞ ∈ 0n with the elements ofG, that is,Þ.gi / = ³i .Þ/. Consider the
element� ∈ 0n, where�.g1/ = 
 and�.gj / = 0 for j 6= 1. We show that� is a
generator for0n over R[G].

Let 1 ≤ i ≤ n and letr i ∈ R. Then

.[ri ; gi ]�/.h/ =
{

ri
 if h = g−1
i ;

0 otherwise.

But then.[r1; g1]+[r2; g2]+ · · · +[rn; gn]/� = 〈r1
; r2
; : : : ; rn
 〉. By varying each
ri over the elements ofR, we see thatR[G]� = 0n.

If 3 is an ideal of the monogenic moduleR0, we can easily generalize Theorem5.1
by showing that3n is an ideal ofR[G]0n. Also, by Theorem5.2, since0=3 is a
monogenicR-module (via the natural actionr .
 + 3/ = r 
 + 3), we have that
.0=3/n is a monogenicR[G]-module. Moreover,.0=3/n ∼=R[G] 0n=3n, a fact which
can be proved in a way similar to the proof of [7, Proposition 1.29], where the same
result was proved for matrix near-rings.

The following result is needed in the example that follows:

THEOREM 5.3. Let R be zero-symmetric and letR0 be a monogenic module where
|0| = 2. If G = {e; g}, then the diagonal of02, d.02/ = {〈
; 
 〉 : 
 ∈ 0}, is a
non-trivial, proper ideal of the moduleR[G]02.

PROOF. Since|02| = 4 and|d.02/| = 2, the diagonal is clearly non-trivial and
proper. It is also trivially closed under addition. We use induction on the complexity
of U ∈ R[G] (see the discussion following Theorem 2.4 in [2]) to prove that

U .〈
; 
 〉 + 〈Þ; þ〉/− U 〈Þ; þ〉 ∈ d.02/;(2)

for all 〈
; 
 〉 ∈ d.02/, 〈Þ; þ〉 ∈ 02 andU ∈ R[G]. Note that ifR
 ′ = 0, then each
of Þ andþ in (2) vary over the set{0; 
 ′}.

LetU ∈ R[G] have complexity 1, that is,U = [r;e] or U = [r; g] for somer ∈ R.
Lets sayU = [r;e] (the caseU = [r; g] being treated similarly). Then

[r;e].〈
; 
 〉 + 〈Þ; þ〉/ − [r;e]〈Þ; þ〉 = 〈r .
 + Þ/− rÞ; r .
 + þ/ − rþ〉
= 〈r 
; r 
 〉 ∈ d.02/:

Now consider anyU ∈ R[G] with complexity greater than 1, and assume the result to
be true for all elements ofR[G] which have complexity smaller than that ofU . Then
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eitherU = V + W or U = V W, where the complexity of bothV andW are smaller
than that ofU . On the one hand,

U .〈
; 
 〉 + 〈Þ; þ〉/ − U 〈Þ; þ〉
= .V + W/.〈
; 
 〉 + 〈Þ; þ〉/− .V + W/〈Þ; þ〉
= V.〈
; 
 〉 + 〈Þ; þ〉/− V〈Þ; þ〉 + W.〈
; 
 〉 + 〈Þ; þ〉/− W〈Þ; þ〉
∈ d.02/+ d.02/ = d.02/;

and on the other hand,

U .〈
; 
 〉 + 〈Þ; þ〉/ − U 〈Þ; þ〉
= .V W/.〈
; 
 〉 + 〈Þ; þ〉/− .V W/〈Þ; þ〉
= V [W.〈
; 
 〉 + 〈Þ; þ〉/ − W〈Þ; þ〉 + W〈Þ; þ〉] − V.W〈Þ; þ〉/
= V.〈Ž; Ž〉 + W〈Þ; þ〉/− V.W〈Þ; þ〉/ for some〈Ž; Ž〉 ∈ d.02/

∈ d.02/;

and the proof is complete.

COROLLARY 5.4. With the same assumptions as in Theorem5.3, we have that both
the R[G]-modulesd.02/ and02=d.02/ are of type2, hence also of type0.

PROOF. Both these modules have order 2 and are non-trivial.

COROLLARY 5.5. If R0 is simple(R-simple), thenR[G]0n is not necessarily simple
(R[G]-simple).

There exists a very natural relationship between theJ -radicals of R and the
corresponding matrix near-ringMn.R/, namelyJ¹.Mn.R// ⊆ J¹.R/∗; ¹ ∈ {0;2}
[7, Theorem 2.34]. When¹ = 2, we even haveJ2.Mn.R// = J2.R/∗, which is, of
course, a very useful tool.

The key result which enables us to prove these relationships, is the fact thatR0 is
simple (R-simple) if and only ifMn.R/0

n is simple (Mn.R/-simple) [10, Corollary 3.8].
We have just seen in Corollary5.5 that this flow of simplicity does not necessarily
occur betweenR-modules andR[G]-modules. The consequences of this are reflected
in the following example, where we construct a finite, Abelian, zero-symmetric near-
ring R such that (for¹ ∈ {0;2}/ bothJ¹.R[G]/ 6⊆ ∗J¹.R/ and∗J¹.R/ 6⊆ J¹.R[G]/,
where|G| = 2. It turns out, though, that+J¹.R/ ⊂ J¹.R[G]/ for this example. It is
still an open question whether+J¹.R/ ⊆ J¹.R[G]/ holds in general.

EXAMPLE 5.6. Consider the (additive) groups

M = Z2 ⊕ Z2; N = M ⊕ Z2; H = N ⊕ Z2:
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Let Mi , 1 ≤ i ≤ 3, be the two-element subgroups ofM and letNj , 1 ≤ j ≤ 4, be
the two-element subgroups ofN which are not contained inM . Also, letmi ∈ Mi ,
1 ≤ i ≤ 3, andn j ∈ Nj , 1 ≤ j ≤ 4, denote the non-zero elements in these groups.
Finally, let h1;h2; : : : ;h8 denote the elements ofH \ N. Define the near-ringR as
follows:

R = { f ∈ M0.H / : f .Mi / ⊆ Mi ; 1 ≤ i ≤ 3; f .Nj / ⊆ Nj ; 1 ≤ j ≤ 4;

h;h′ ∈ H andh − h′ ∈ M implies f .h/− f .h′/ ∈ M ;

h;h′ ∈ H andh − h′ ∈ N implies f .h/ − f .h′/ ∈ N};
whereM0.H / is the subnear-ring ofM.H / containing the zero-preserving mappings.
It turns out thatR is a zero-symmetric, Abelian near-ring with identity andR is finite
with |R| = 223. We also note that eachMi (1 ≤ i ≤ 3), eachNj (1 ≤ j ≤ 4), as well
as the groupH=N can be viewed as anR-module because of the way thatR has been
defined. We study the group near-ringR[G] whereG is the group{e; g}.

First, define the following ideals ofRR:

K = { f ∈ R : f .hi / ∈ M; 1 ≤ i ≤ 8; 0 otherwise};
L = { f ∈ R : f .hi / ∈ N; 1 ≤ i ≤ 8; 0 otherwise}:

Our first observation is that

J0.R/ = J2.R/ = AnnR N ∩ AnnR.H=N/ = L :(3)

This follows from the fact that allMi ’s, all Nj ’s, as well asH=N, areR-modules of
type 0, since they are all of order 2 and non-trivial (hence also of type 2), the fact that

AnnR N =
[

3⋂
i =1

AnnR Mi

]
∩

[
4⋂

j =1

AnnR Nj

]
;

and also from the fact thatL is nilpotent (see [9, Theorem 5.37 (d)]). From now on,
we simply writeJ .R/ for J0.R/ = J2.R/.

An easy application of Corollary5.4 and by arguments similar to the above leads
us to

J0.R[G]/ = J2.R[G]/

=
[

3⋂
i =1

AnnR[G].d..Mi /
2//

]
∩

[
3⋂

i =1

AnnR[G].M2
i =d.M

2
i //

]

∩
[

4⋂
j =1

AnnR[G].d..Nj /
2//

]
∩

[
4⋂

j =1

AnnR[G].N2
j =d..N

2
j //

]

∩ AnnR[G].d..H=N/2// ∩ AnnR[G]..H=N/2=d..H=N/2//;
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which, from now on, will simply be denoted byJ .R[G]/.
Next, observe that, since.J .R//2 = 0 (by (3)), we have that.+J .R//2 = 0

in R[G]. This follows from [1, Lemma 3.1] and the fact that+J .R/ ⊆ ∗J .R/
(Theorem2.1). Consequently,+J .R/ ⊆ J .R[G]/.

We now show that there are also elements of nilpotency degree 3 inJ .R[G]/,
implying that

+J .R/ ⊂ J .R[G]/:(4)

To this end, consider the ideal

A = AnnR[G] K 2 ∩ AnnR[G].L2=K 2/ ∩ AnnR[G].R2=L2/:

SinceA3 = 0, we have thatA ⊆ J .R[G]/.
Also consider the elementsa;b; c;d ∈ R, defined as follows:

a.hi / = n1; 1 ≤ i ≤ 8; 0 otherwise;

b.hi / = n2; 1 ≤ i ≤ 8; 0 otherwise;

c.m3/ = m3; 0 otherwise;

d.nj / = nj ; 1 ≤ j ≤ 4; 0 otherwise;

wheren1 = .0;1;1;0/, n2 = .1;0;1;0/ andm3 = .1;1;0;0/.
Direct computation shows thatV = [a;e]+[b; g]+[c;e].[d;e]+[d; g]/ ∈ R[G]

is an element ofA, hence an element ofJ .R[G]/. It is, however, not an element of
+J .R/, becauseV2 6= 0. (Note thatV2〈1;0〉 = 〈c.da + db/; c.da + db/〉 6= 〈0;0〉,
sincec.da + db/.h1/ 6= 0.) So (4) is proved.

Our next task is to show that

J .R[G]/ 6⊆ ∗J .R/:(5)

ConsiderU = [1;e] + [1; g]. Since R (henceR[G]) has characteristic 2, the
diagonal of any (Abelian)R[G]-module02 is mapped to 0, and all other (non-
diagonal) elements are mapped into the diagonal (U 〈
1; 
2〉 = 〈
1 + 
2; 
1 + 
2〉). It
follows thatU ∈ J .R[G]/. But sinceU 〈1;0〉 = 〈1;1〉 6∈ .J .R//2, it is immediate
thatU 6∈ ∗J .R/, thus (5) follows.

We finally show that there are elements in∗J .R/ which are not inJ .R[G]/. One
such element isW = [s;e].[t;e] + [t; g]/, where

s.m3/ = m3; 0 otherwise;

t .mi / = mi ; i = 1;2; 0 otherwise:
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To see this, letK0 be theR-subgroup ofK generated byk1; k2 ∈ K , where

k1.h1/ = m1; 0 otherwise;

k2.h1/ = m2; 0 otherwise:

In other words,K0 = { f ∈ R : f .h1/ ∈ M ; 0 otherwise}.
It is easy to see that the ideal generated by any non-zero element of theR[G]-

moduleK 2
0, is all of K 2

0, which means that the module is simple. It is also monogenic
with generator〈k1; k2〉, hence a type 0 module. But this implies that

J .R[G]/ ⊆ AnnR[G] K 2
0:(6)

We find thatW〈r; r ′〉 = 〈s.tr + tr ′/; s.tr + tr ′/〉 for any〈r; r ′〉 ∈ R2. Furthermore,
direct computation shows thats.tr + tr ′/.N/ = 0 ands.tr + tr ′/.H / ⊆ N, and it
follows thatW ∈ ∗J .R/, by (3).

However,W〈k1; k2〉 = 〈s.tk1 + tk2/; s.tk1 + tk2/〉 where

s.tk1 + tk2/.h1/ = s.t .m1/ + t .m2// = s.m1 + m2/ = s.m3/ = m3 6= 0:

Consequently,W =∈ AnnR[G] K 2
0, and, by (6), ∗J .R/ 6⊆ J .R[G]/ is proved.
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