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Abstract

Let H .m; t/ be the finite-dimensional odd Hamiltonian superalgebra over a field of prime charac-
teristic. By determining ad-nilpotent elements in the even part, the natural filtration ofH .m; t/ is
proved to be invariant in the following sense: If' : H .m; t/ → H .m′; t ′/ is an isomorphism then
'.H .m; t/i / =H .m′; t ′/i for all i ≥ −1. Using the result, we complete the classification of odd Hamil-
tonian superalgebras. Finally, we determine the automorphism group of the restricted odd Hamiltonian
superalgebra and give further properties.

2000Mathematics subject classification: primary 17B50; secondary 17B40.

As is well known, filtration structures provide useful tools in the research of Lie
algebras and Lie superalgebras. In particular, they play an important role in the clas-
sifications of finite-dimensional simple modular Lie algebras and finite-dimensional
simple Lie superalgebras of characteristic zero respectively (see [2, 5, 7, 21, 17]).
We know that Cartan-type Lie algebras and Lie superalgebras possess natural fil-
tration structures. By means of invariance of filtrations one can characterize intrin-
sic properties of Cartan-type Lie algebras and Lie superalgebras and determine the
automorphism groups (see [22, 16, 24, 26]). In the case of Cartan-type modular
Lie algebras, it is proved in [10] that the filtration ofX.m : 1/ is invariant under
Aut X.m : 1/, whereX = W; S; H or K , and the same conclusion is obtained in
[6] for all Cartan-type Lie algebras; by means of ad-nilpotent elements, the natural
filtrations of infinite-dimensional Cartan-type Lie algebras are proved to be invariant
under the automorphism groups (see [4]). In the case of characteristic zero, the natural
filtrations of infinite-dimensional Lie algebrasX.m/ is invariant, whereX = W; S; H
or K (see [14]). In [23] the author discussed the simplicity and restrictiveness of the
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four classes of finite-dimensional modular Cartan-type Lie superalgebras. In [24] and
[25], the invariance of natural filtrations of Hamiltonian superalgebras, generalized
Witt superalgebras and special superalgebras are determined by means of image-space
dimensions and ad-nilpotent elements, respectively.

In this paper, we discuss the finite-dimensional odd Hamiltonian superalgebra
H .m; t/ over a field of positive characteristic. In the case of characteristic zero, the
infinite-dimensional odd Hamiltonian superalgebraH .m;m/, which is defined by odd
Hamiltonian differential forms, is even transitive irreducible simple Lie superalgebra
(see [8, Theorem 4.1] ). This Lie superalgebra was interpreted as the Lie superalgebra
of polyvector fields on anm-dimensional space (see [1]). It was introduced in [11] by
Leites, and was later called Leites superalgebra (see [9]). Paper [12] gave a description
of the outer derivations of this superalgebra.

We denote the natural filtration ofH .m; t/ by {H .m; t/; i ≥ −1}. An isomor-
phism between any two odd Hamiltonian superalgebras is calledf -isomorphism. In
Section2, we determine the ad-nilpotent elements with certain properties in the even
part ofH .m; t/. The results are used in Section3 to prove that the filtration of
H .m; t/ is invariant under anyf -isomorphisms; that is, if' :H .m; t/ →H .m′; t ′/
is an isomorphism then'.H .m; t/i / = H .m′; t ′/i for all i ≥ −1. As a result, we
complete the classification of odd Hamiltonian superalgebras. In Section4, we first
prove the automorphism group of the restricted odd Hamiltonian superalgebraH is
isomorphic to Aut.U :H /, the admissible automorphism group of the base superal-
gebraU . Then it is proved that the so-called standard normal series of AutH is sent
to the one of Aut.U : H /. More detailed properties of AutH are also discussed.
The works in this section are motivated by the results and methods involved in Lie
algebras (see [19, 20, 4]), and based on [25, Theorem 1].

1. Preliminaries

1.1. Notation and conventions The following notation and conventions are used
throughout this paper:

• F denotes the underlying field of characteristicp > 2, Z2 the ring of integers
modulo 2;N andN0 the positive integer set and nonnegative integer set, respectively.

• Fix m ∈ N \ {1; 2}.
• U.m/ denotes the divided power algebra overF with theF-basis{x.Þ/ | Þ ∈ Nm

0 }.
• 3.m/ denotes the Grassmann superalgebra inm variablesxm+1; xm+2; : : : ; x2m.
• Denote the tensor product by3.m;m/ := U.m/⊗F 3.m/.
• We abbreviateg ⊗ f to g f whereg ∈ U.m/, f ∈ 3.m/, andx."i / to xi , where

"i := .Ži 1; Ži 2; : : : ; Žim/.
• SetY0 := {1; 2; : : : ;m}, Y1 := {m + 1;m + 2; : : : ; 2m} andY := Y0 ∩ Y1.
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• SetBk := {.i1; : : : ; i k/ | m + 1 ≤ i1 < i2 < · · · < i k ≤ 2m}, B.m/ := ⋃m
k=0 Bk,

whereB0 := ∅. For u ∈ Bk, put |u| := k, {u} := {i1; : : : ; i k}, xu := xi1xi2 · · · xik ,
x∅ := 1.

• Obviously,{x.Þ/xu | Þ ∈ Nm
0 ; u ∈ B.m/} is anF-basis of3.m;m/.

• DefineD1; : : : ; D2m to be linear transformations of3.m;m/ such that

Di .x
.Þ/xu/ =

{
x.Þ−"i /xu i ∈ Y0;

x.Þ/@xu=@xi i ∈ Y1;

wherexþ := 0 wheneverþ =∈ Nm
0 .

• If deg.x/ occurs in this paper, we always regardx as aZ2-homogeneous element
and deg.x/ theZ2-degree ofx.

• Define

¼.i / :=
{

0 i ∈ Y0;

1 i ∈ Y1:

• For t = .t1; : : : ; tm/ ∈ Nm, put³ := .³1; : : : ; ³m/ where³i := pti − 1, i ∈ Y0,
andA.m; t/ := {Þ ∈ Nm

0 | Þi ≤ ³i ; i ∈ Y0}.
• Set

i ′ =
{

i + m i ∈ Y0;

i − m i ∈ Y1:

• Let ¾ := |³ | + m = ∑
i ∈Y0

pti .

1.2. The construction processes We know that3.m;m/ is an associative superal-
gebra with aZ2-gradation induced by the trivialZ2-gradation of U.m/ and the natural
Z2-gradation of3.m/. The following formulae hold in3.m;m/:

x.Þ/x.þ/ =
(
Þ + þ

Þ

)
x.Þ+þ/; Þ; þ ∈ Nm

0 ;

xi xj = −xj xi ; i; j ∈ Y1;

x.Þ/xj = xj x
.Þ/; Þ ∈ Nm

0 ; j ∈ Y1:

Clearly, D1; : : : ; D2m are superderivations of3.m;m/. Let

W.m;m/ =
{∑

i ∈Y

ai Di

∣∣∣∣ ai ∈ 3.m;m/; i ∈ Y

}
:

Then W.m;m/ is an infinite-dimensional Lie superalgebra (see [23]), which is a
subalgebra of DerF.3.m;m//. We note thatW.m;m/ is free3.m;m/-module with
a3.m;m/-basis{D1; : : : ; D2m}.
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The following formula holds inW.m;m/:

[aD; bE] = aD.b/E − .−1/deg.a D/deg.bE/bE.a/D + .−1/deg.D/deg.b/ab[D; E]:(1)

Consequently,[
aDi ; bDj

] = aDi .b/D j − .−1/deg.a Di /deg.bDj /bDj .a/Di(1′)

wherea; b ∈ 3.m;m/, D; E ∈ W.m;m/, i; j ∈ Y.
From the definition ofA.m; t/, we obtain that

3.m;m; t/ := spanF{x.Þ/xu|Þ ∈ A.m; t/; u ∈ B.m/}
is a finite-dimensional subalgebra of3.m;m/. Set

W.m;m; t/ =
{∑

i ∈Y

ai Di

∣∣∣∣ ai ∈ 3.m;m; t/; i ∈ Y

}
;

thenW.m;m; t/ is a finite-dimensional subalgebra ofW.m;m/ (see [23]).
Define TH.a/ = ∑

i ∈Y.−1/¼.i /deg.a/Di .a/Di ′ , wherea ∈ 3.m;m; t/. Then TH is
an odd linear mapping from3.m;m; t/ to W.m;m; t/, that is, TH.3.m;m; t/� / ⊂
W.m;m; t/�+1, for � ∈ Z2. LetH .m; t/ = {TH.a/ | a ∈ 3.m;m; t/}. ThenH .m; t/
is a subalgebra ofW.m;m; t/, which is called odd Hamiltonian superalgebra (see [8,
page 27]). We have the following formula (see [8, page 28]):[

TH.a/; TH.b/
] = TH.TH.a/.b//:(2)

Recall the naturalZ-gradations of3.m;m; t/ andW.m;m; t/:

3.m;m; t/ =
¾⊕

i =0

3.m;m; t/[i ]; where

3.m;m; t/[i ] = spanF{x.Þ/xu | |Þ| + |u| = i; Þ ∈ A.m; t/; u ∈ B.m/};

W.m;m; t/ =
¾−1⊕

i =−1

W.m;m; t/[i ]; where

W.m;m; t/[i ] = spanF{aj Dj | aj ∈ 3.m;m; t/[i +1]; j ∈ Y}:
It is easy to verify thatH .m; t/ is aZ-graded subalgebra ofW.m;m; t/

H .m; t/ =
¾−2⊕

i =−1

H .m; t/[i ]; where

H .m; t/[i ] =H .m; t/ ∩ W.m;m; t/[i ]
= {TH.a/ | a ∈ 3.m;m; t/[i +2]}:



[5] Finite-dimensional odd Hamiltonian superalgebras 117

SetW.m;m; t/i = ⊕
j ≥i W.m;m; t/[ j ],H .m; t/i = ⊕

j ≥i H .m; t/[ j ]. Recall that
{W.m;m; t/i ; i ≥ −1} and{H .m; t/i ; i ≥ −1} are said to be the natural filtrations
of W.m;m; t/ andH .m; t/, respectively.

From now on, we frequently abbreviateW.m;m; t/ andH .m; t/ to W andH ,
respectively.

2. The ad-nilpotent elements inH0

Let L be a Lie superalgebra andSa nonempty subset ofL. Recall that an element
x of S is called ad-nilpotent, if adx is a nilpotent linear transformation ofL. We
denote by nil.S/ the set of ad-nilpotent elements inS.

ForH .m; t/ wherem ∈ N \ {1; 2} andt ∈ Nm, define

� := {E ∈ nil.H0/ | .adE/.H / ⊂ nil.H /};
0 := {E ∈ nil.H0/ | .adE/.�/ ⊂ � };
8 := {E ∈H | .adE/.H1 ∩H0/ ⊂ nil.H / }:

Let m′ ∈ N \ {1; 2}, t ′ ∈ Nm′
. ForH .m′; t ′/, the corresponding sets are denoted by

�′; 0′ and8′, respectively.
Proceeding analogously to [18, Theorem 1.3.1] or [3, Theorem 2.1], we may prove

the following lemma.

LEMMA 2.1. LetL be a finite-dimensional Lie superalgebra, andSa Lie subset ofL,
that is,S is closed under the multiplication ofL. If S ⊂ nil.L/, thenspanF S ⊂ nil.L/.

ForZ-graded Lie superalgebras we have the following lemma.

LEMMA 2.2. Let L be aZ-graded Lie superalgebra. Suppose thatx ∈ nil.L/.
ThenmZ.x/ ∈ nil.L/, wheremZ.x/ is the nonzeroZ-component ofx possessing the
minimalZ-degree.

PROOF. See [25, Lemma 2].

Now we return to the case ofH .m; t/.

LEMMA 2.3. Suppose thata ∈ 3.m;m; t/. ThenTH.a/ ∈ nil.H / if and only if
TH.a/ is a nilpotent transformation of3.m;m; t/.

PROOF. Let b ∈ 3.m;m; t/. Applying (2) we obtain by induction onk that(
ad TH.a/

)k(
TH.b/

) = TH

((
TH.a/

)k
.b/

)
for all k ∈ N:

Combining this with the fact Ker TH = F · 1, we obtain the desired result.
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SinceH is finite-dimensional, it is clear thatH[−1] ∪H1 ⊂ nil.H /. For the
ad-nilpotent elements ofH[0], we have the following result.

LEMMA 2.4. Let i; j ∈ Y. ThenTH.xi xj / ∈ nil.H / if and only if i ′ 6= j .

PROOF. By the definition of TH, we have

TH.xi xj / = .−1/¼.i /+¼.i /¼. j /xj Di ′ + .−1/¼. j /xi D j ′ :(3)

Clearly, xp
i = x p

j = 0. Suppose thati ′ 6= j . It is easy to see that.xj Di ′/p =
.xi D j ′/p = 0. From (1′), we have[xj Di ′ ; xi D j ′ ] = 0. In combination with (3), we
have.TH.xi xj //

2p = 0. By virtue of Lemma2.3, we obtain that TH.xi xj / ∈ nil.H /,
as desired.

Conversely, assume that TH.xi xj / ∈ nil.H /with i ′ = j . Without loss of generality,
we may assume thati ∈ Y0. By (3), TH.xi xi ′/ = xi ′ Di ′ − xi Di . Note that

.TH.xi xj //
k.xi ′/ = xi ′ for all k ∈ N:

Therefore, TH.xi xi ′/ is not a nilpotent transformation of3.m;m; t/, which contradicts
Lemma2.3.

LEMMA 2.5. Suppose thatE[0] ∈ nil.H[0]/ and [E[0]; E[0]] = 0. ThenE[0] + E1 ∈
nil.H / for all E1 ∈H1.

PROOF. Clearly, {E[0]} ∪H1 is a Lie subset ofH , in which all elements are ad-
nilpotent. By Lemma2.1, spanF.{E[0]} ∪H1/ ⊂ nil.H /. In particular,E[0] + E1 ∈
nil.H / for all E1 ∈H1.

We shall prove that� ⊂H1. First we make the following preparatory remarks.
ConsiderH[0]-moduleH[−1], and denote by² the corresponding representation,

that is,².E/ = .adE/ |H[−1]; E ∈ H[0]. Fix the F-basis{D1; : : : ; D2m} of H[−1].
For E ∈ H[0], we identify².E/ with its matrix with respect to the fixed basis. Let
pl.m;m/ denote the general linear Lie superalgebra of 2m × 2m matrices overF
(see [15]). Let

p̃ .m/ =
{[

A B
C −AT

]
∈ pl.m;m/

∣∣∣∣ B = BT;C = −CT

}
:

Thenp̃ .m/ is a subalgebra of pl.m;m/ (see [8, page 16]).
In the followingei j denotes the 2m× 2m matrix having 1 in.i; j / position and 0’s

elsewhere. The following lemma only needs straightforward verifications, which are
omitted.
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LEMMA 2.6. The following statements hold:

(i) TH.xi ′ xj / = .−1/¼.i
′/+¼.i ′/¼. j /xj Di + .−1/¼. j /xi ′ Dj ′ , i; j ∈ Y.

(ii) ².TH.xi ′ xj // = .−1/¼.i /ei j − .−1/¼.i /¼. j /ej ′ i ′ , i; j ∈ Y.
(iii) ² is faithful.
(iv) Im.²/ = p̃ .m/.
(v) If E ∈ nil.H[0]/ then².E/ is a nilpotent matrix.

THEOREM2.7. Suppose thatE ∈ nil.H0/ andadE.H / ⊂ nil.H /. ThenE ∈H1,
that is,� ⊂H1 ∩H0.

PROOF. DecomposeE = E[−1] + E0, whereE[−1] ∈ H[−1] ∩H0, E0 ∈ H0. Let
E[−1] = ∑

i ∈Y0
ci TH.xi ′/, ci ∈ F. Assume thatE[−1] 6= 0. Without loss of generality

we may assume thatc1 = 1. Applying (2), we obtain[
E[−1];TH.x

.2"1/x1′/
] = − TH.x1x1′/:

By virtue of Lemma2.4and the equation above, we get[E[−1];TH.x.2"1/x1′/] =∈ nil.H /:

Now Lemma2.2 shows[E;TH.x.2"1/x1′/] =∈ nil.H /, contradicting the assumption.
HenceE[−1] = 0, E = E0 ∈H0.

Assume thatE = E[0] + E1, where E[0] ∈ H[0] ∩ H0, E1 ∈ H1 ∩ H0. By
Lemma2.6(iv), ².E[0]/ ∈ p̃.m/0. Thus we may suppose that².E[0]/ = [

A
−AT

]
.

Assume thatE[0] 6= 0. According to Lemma2.6 (iii), A is a nonzero matrix. Put
A = .ci j /m×m. Suppose that thel -th row is the leading nonzero row and thet-th
column is the leading nonzero column.

We treat two cases separately.

Case(i): l ≤ t .
Let k = max{ j ∈ Y0 | cl j 6= 0}. Thenl ≤ t ≤ k.
Assume thatl = k. Thenl = t = k andcll 6= 0. Obviously,A is of the following

block form A = [
All 0
∗ ∗

]
, whereAll is an l × l matrix with .l ; l /-entry cll 6= 0 and 0

elsewhere. So the matrix².E[0]/ is not nilpotent. By Lemma2.6 (v), E[0] is not ad-
nilpotent. Then by Lemma2.2, E is not ad-nilpotent. This contradicts the assumption
that E ∈ � ⊂ nil.H /. Thusl < k.

Obviously,

².E[0]/ =
k∑

j =t

cl j el j +
m∑

i =l+1

m∑
j =t

ci j ei j −
k∑

j =t

cl j ej ′l ′ −
m∑

i =l+1

m∑
j =t

ci j cj ′ i ′ :

Direct computation shows that

[².E[0]/; ekl − el ′k′ ]

= clkell −
k∑

j =t

cl j ek j +
m∑

i =l+1

cikeil − clkel ′l ′ +
k∑

j =t

cl j ej ′k′ −
m∑

i =l+1

cikel ′i ′ :
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This matrix possesses the block form
[

Bll 0
∗ ∗

]
, whereBll is anl ×l matrix in which.l ; l /-

element isclk 6= 0 and the others are all 0. Therefore, the matrix[².E[0]/; ekl − el ′k′ ]
is not nilpotent. By Lemma2.6 (ii), ekl − el ′k′ = ².TH.xk′ xl //, and the matrix
².[.E[0];TH.xk′ xl /]/ is not nilpotent. In combination with Lemma2.6(v), we see that
[E[0];TH.xk′ xl /] is not ad-nilpotent. Now Lemma2.2 ensures that[E;TH.xk′ xl /] =∈
nil.H /. This contradicts the assumption thatE ∈ �.

Case(ii ): l > t .
Let k = max{i ∈ Y0 | cit 6= 0}. Thenk ≥ l > t; akt 6= 0 and

².E[0]/ =
k∑

i =l

cit eit +
m∑

j =t+1

m∑
i =l

ci j ei j −
k∑

i =l

cit et ′ i ′ −
m∑

j =t+1

m∑
i =l

ci j ej ′ i ′ :

By Lemma2.6(ii), ².TH.xt ′ xk// = etk − ek′t ′ . Thus[
².E[0]/; ².TH.xt ′ xk//

]
=

k∑
i =l

cit eik − cktett −
m∑

j =t+1

ck j et j −
k∑

i =l

cit ek′ i ′ + cktet ′t ′ +
m∑

j =t+1

ck j ej ′t ′:

This matrix is of the following form
[

Att ∗
0 ∗

]
, whereAtt is a t × t matrix whose.t; t/-

entry is−ckt 6= 0 and remaining entries are 0. Proceeding analogously to Case (i), we
may prove that[E;TH.xt ′ xk/] is not ad-nilpotent, contradicting the assumption that
E ∈ �.

We conclude thatE[0] = 0, E = E1 ∈H1.

3. Natural filtration and classification

For the sake of simplicity, an isomorphism between two odd Hamiltonian superalge-
bras will be called anf -isomorphism. In this section, we shall prove that the natural fil-
tration ofH is invariant underf -isomorphisms, that is, if' :H .m; t/ →H .m′; t ′/
is an isomorphism of Lie superalgebras, then'.H .m; t/i / = H .m′; t ′/i for all
i ≥ −1, wherem;m′ ∈ N \ {1; 2}, t ∈ Nm, t ′ ∈ Nm′

.

LEMMA 3.1. Let k; l ∈ Y0. ThenTH.x.2"k/xl ′/ ∈ � if and only ifk 6= l .

PROOF. Assume thatk = l . By (2), [TH.xk′/;TH.x.2"k/xk′/] = − TH.xkxk′/. By
Lemma2.4, we have TH.xkxk′/ ∈ nil.H /. Therefore, TH.x.2"k/xk′/ =∈ �.

Conversely, letk 6= l . Let E = E[−1] + E0 be an element ofH , whereE[−1] ∈
H[−1], E0 ∈ H0. Assume thatE[−1] = ∑

i ∈Y ci TH.xi /, whereci ∈ F. Put D :=
[E[−1];TH.x.2"k/xl ′/]. Then

D = [
ck′ TH.xk′/+ cl TH.xl /;TH.x

.2"k/xl ′/
] = −ck′ TH.xkxl ′/+ cl TH.x

.2"k//:(4)
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By Lemma2.4, TH.xkxl ′/ and TH.x.2"k// are all ad-nilpotent elements. Applying (2),
we obtain that[TH.xkxl ′/;TH.x.2"k//] = 0. SoS := {0;TH.xkxl ′/;TH.x.2"k//} is a Lie
subset ofH . By Lemma2.1and (4), we haveD ∈ nil.H /. Obviously,

[E;TH.x
.2"k/xl ′/] = D + [E0;TH.x

.2"k/xl ′/];(5)

where[E0;TH.x.2"k/xl ′/] ∈ H1. Note thatk 6= l . It is easy to verify that[D; D] = 0.
By virtue of Lemma2.5 and (5), we get [E;TH.x.2"k/xl ′/] ∈ nil.H /. Hence
TH.x.2"k/xl ′/ ∈ �.

PROPOSITION3.2.H1 ∩H0 = 0.

PROOF. It is clear thatH1 ∩H0 ⊂ nil.H0/. By Theorem2.7, � ⊂ H1 ∩H0

and therefore,[H1 ∩ H0; �] ⊂ [H1 ∩ H0;H1 ∩ H0] ⊂ H2 ∩ H0 ⊂ �. Thus
H1 ∩H0 ⊂ 0.

To prove the converse inclusion, we suppose thatE ∈ 0 and decomposeE =
E[−1]+ E0, whereE[−1] ∈H[−1], E0 ∈H0. Assume thatE[−1] 6= 0. SinceE[−1] ∈H0,
without loss of generality, we may suppose thatE[−1] = D1 + ∑m

j =2 cj D j , where
cj ∈ F. Direct computation and application of Theorem2.7show that

[
E;TH.x

.2"1/x2′/
] = TH.x1x2′/+ [

E0;TH.x
.2"1/x2′/

]
=∈ �:(6)

By Lemma3.1, TH.x.2"1/x2′/ ∈ �. Moreover, (6) implies thatE =∈ 0, which is a
contradiction. SoE[−1] = 0, E = E0 ∈H0.

We next decomposeE0 = E = E[0] + E1, whereE[0] ∈ H[0], E1 ∈ H1. Assume
that E[0] 6= 0. SinceE[0] ∈ H0, we may assume thatE[0] = ∑

i; j ∈Y0
ci j TH.xi xj ′/,

whereci j ∈ F. Put

l := min{i ∈ Y0 | ci j0 6= 0 for some j0 ∈ Y};
t := min{ j ∈ Y0 | ci0 j 6= 0 for some i0 ∈ Y}:

Case(i): l ≤ t .
Let k := max{ j ∈ Y0 | cl j 6= 0}. Thenl ≤ t ≤ k andclk 6= 0.
If l = k, proceeding similarly as in the proof of Theorem2.7, we may prove thatE

is not ad-nilpotent, which gives a contradiction.
If l < k, then

E[0] =
k∑

j =t

cl j TH.xl xj ′/+
m∑

j =l+1

m∑
j =t

ci j TH.xi xj ′/:
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Let D := [TH.x.2"k/xl ′/; E[0]]. Then

D = [xkxl ′ Dk′ − x.2"k/Dl ; E[0]]

= clk TH.xkxl ′ xl /−
k∑

j =t

cl j TH.x
.2"k/xj ′/+

m∑
j =l+1

cik TH.xkxl ′ xi /:

Therefore,

[TH.xk′/; D] = −clk TH.xl ′ xl /+
k∑

j =t

cl j TH.xkxj ′/−
m∑

j =l+1

cik TH.xl ′ xi /:

By Lemma2.6(ii), we have

².[TH.xk′/; D]/ = −clk.ell − el ′l ′/+
k∑

j =t

cl j .ejk − ek′ j ′/−
m∑

j =l+1

cik.eli − ei ′l ′/:

This matrix is of the following block form
[

All ∗
0 ∗

]
, where All is an l × l matrix

whose.l ; l /-entry is −clk 6= 0, but other entries are 0. Consequently, the matrix
².[TH.xk′/; D]/ is not nilpotent. This and Lemma2.6 (v) show that[TH.xk′/; D]
is not ad-nilpotent. By Lemma2.2, [TH.xk′/; [TH.x.2"k/xl ′/; E]] is not ad-nilpotent.
Furthermore, we obtain that [

TH.x
.2"k/xl ′/; E

]
=∈ �:(7)

On the other hand, by Lemma3.1, TH.x.2"k/xl ′/ ∈ �. Hence (7) implies thatE =∈ 0,
which is a contradiction.

Case(ii ): l > t .
Let k := max{i ∈ Y0 | cit 6= 0}. Thenk ≥ l > t , ckt 6= 0 and

E[0] =
k∑

i =l

cit TH.xi xt ′/+
m∑

i =l

m∑
j =t+1

ci j TH.xi xj ′/:

PutG := [TH.x.2"t /xk′/; E[0]]. Using (2) we compute

G =
k∑

i =l

cit TH.xt xk′ xi /− cktTH.x
.2"t /xt ′/−

m∑
j =t+1

ck j TH.x
.2"t /xj ′/:

Therefore,

[TH.xt ′/;G] = ckt TH.xt xt ′/−
k∑

i =l

cit TH.xk′ xi /+
m∑

j =t+1

ck j TH.xt xj ′/:
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By Lemma2.6(ii),

².[TH.xt ′/;G]/ = ckt.ett − et ′t ′/−
k∑

i =l

cit .eki − ei ′k′/+
m∑

j =t+1

ck j.ejt − et ′ j ′/:

This matrix is of the form
[

Bll 0
∗ ∗

]
, whereBll is an l × l matrix whose.l ; l /-entry is

ckt 6= 0, but other entries are 0. Similar to (i), we obtain that[TH.x.2"t /xk′/; E] =∈ �.
By Lemma3.1, TH.x.2"t /xk′/ ∈ � and thereforeE =∈ 0, a contradiction.

Combining (i) and (ii), we conclude thatE[0] = 0 andE = E1 ∈ H1. This proves
that0 ⊂H1 ∩H0.

PROPOSITION3.3.H0 = 8.

PROOF. The inclusionH0 ⊂ 8 is clear. So, we need only to prove the converse
inclusion. Assume thatE = E[−1] + E0 ∈ 8, whereE[−1] ∈ H[−1], E0 ∈ H0. Let
E[−1] = ∑

i ∈Y ci TH.xi /, ci ∈ F. Assume thatE[−1] 6= 0. Then there exists somek ∈ Y
such thatck 6= 0. If k ∈ Y1, we may letk = 1′. Put D := [E[−1];TH.x.2"1/x1′/]. Then
we have

D = [c1 TH.x1/+ c1′ TH.x1′/;TH.x
.2"1/x1′/]

= c1 TH.x
.2"1//− c1′ TH.x1x1′/

= c1x1D1′ − c1′.x1′ D1′ − x1D1/:

Therefore,Dl .x1/ = cl
1′ x1 for all l ∈ N. Thus D is not nilpotent as a linear trans-

formation. By Lemma2.3, D is not ad-nilpotent. Now Lemma2.2 shows that
[E;TH.x.2"1/x1′/] is not ad-nilpotent. Observe that TH.x.2"1/x1′/ ∈ H1 ∩H0. This
contradicts the assumption thatE ∈ 8. HenceE[−1] = ∑

i ∈Y0
ci TH.xi /. Without loss

of generality, we may suppose thatc1 6= 0. LetG := TH.x1′ x2x3 + x1′ x2′ x3′/. Then

[E[−1];G] = c1 TH.x2x3 + x2′ x3′/− c2 TH.x1′ x3′/+ c3 TH.x1′ x2′/:

Therefore,

.ad[E[−1];G]/4t.TH.x2 + x3// = c4t
1 TH.x2 + x3/ for all t ∈ N:

By Lemma2.2, [E;G] =∈ nil.H /. Notice thatG ∈ H1 ∩H0. This contradicts the
assumption thatE ∈ 8. HenceE[−1] = 0, E ∈H0. So8 ⊂H0, as required.

Before proving the following main theorem we recall the notation introduced in the
beginning of Section2.

THEOREM 3.4. The natural filtrations of finite-dimensional odd Hamiltonian su-
peralgebras are invariant underf-isomorphisms.
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PROOF. Let m;m′ ∈ N \ {1; 2}, t ∈ Nm, t ′ ∈ Nm′
and' :H .m; t/ →H .m′; t ′/ be

anf -isomorphism. Observe that' preservesZ2-gradations. By the definition of�, it
is clear that'.�/ = �′; furthermore,'.0/ = 0′. By Proposition3.2and the definition
of 8, '.8/ = 8′. This and Proposition3.3ensure that'.H .m; t/0/ =H .m′; t ′/0.

As

Hi = {E ∈Hi −1 | adE.H / ⊂Hi −1}; i ≥ 1;

we may prove, by induction oni , that'.H .m; t/i / =H .m′; t ′/i for all i ≥ −1.

COROLLARY 3.5. The filtration of finite-dimensional odd Hamiltonian superalgebra
H is invariant underAutH .

PROOF. This is a direct consequence of Theorem3.4.

As a direct application of Theorem3.4, we establish the following property of
isomorphisms of odd Hamiltonian superalgebras.

By Theorem3.4, we may easily prove the following

COROLLARY 3.6. Let � and' be f-isomorphisms ofH .m; t/ toH .m′; t ′/. Then
� = ' if and only if�|H[−1] = '|H[−1] .

Employing Theorem3.4, we may prove thatm and t are intrinsic for the odd
Hamiltonian superalgebraH .m; t/, that is, we may give a classification of odd
Hamiltonian superalgebras. Fort; t ′ ∈ Nm, t; t ′ are said to be equivalent and denoted
by t ∼ t ′ if there exists a permutation¦ ∈ Sm such thatt¦.i / = t ′

i for all i ∈ Y0.

THEOREM3.7. Suppose thatm;m′ ∈ N\{1; 2}, t ∈ Nm, t ′ ∈ Nm′
. ThenH .m; t/ ∼=

H .m′; t ′/ if and only ifm = m′ andt ∼ t ′.

PROOF. Assume that� : H .m; t/ → H .m′; t ′/ is an isomorphism of Lie super-
algebras. Then Theorem3.4 ensures that� induces canonically an isomorphism of
quotient spaces:H .m; t/=H .m; t/0 →H .m′; t ′/=H .m′; t ′/0. Note that

dim.H .m; t/=H .m; t/0/ = dimH .m; t/[−1] = 2m:

It follows thatm = m′.
Without loss of generality, we may suppose thatt1 ≥ · · · ≥ tm andt ′

1 ≥ · · · ≥ t ′
m.

Assume on the contrary thatt 6= t ′. Then we may suppose that for somek ∈ Y0,

tk > t ′
k but t j = t ′

j for k < j ≤ m .maybe k = m/:(8)
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We assert thatH .m; t/[pt ′k −2] ) H .m; t ′/[pt ′k −2]. According to (8) and the definition
ofH .m; t/, the implication ‘⊃’ is clear. Notice that

TH

(
x.p

t ′k "k/
)

∈H .m; t/[pt ′k −2] but TH

(
x.p

t ′k "k/
)
=∈H .m; t ′/[pt ′k −2]:

So our assertion holds and therefore, dimH .m; t/[pt ′k −2] > dimH .m; t ′/[pt ′k −2]. On
the other hand, Theorem3.4 implies that

�.H .m; t/i / =H .m; t ′/i for all i ≥ −1:(9)

From this we see easily that dimH .m; t/[i ] = dimH .m; t ′/[i ] for all i ≥ −1. In
particular, dimH .m; t/[pt ′k −2] = dimH .m; t ′/[pt ′k −2], contradicting to (9).

The converse implication is automatic. The proof is completed.

4. The automorphism group ofH (m, m; 1)

Recall that a Lie superalgebraL = L0 ⊕ L1 overF is calledrestricted, if the Lie
algebraL0 is restricted and theL0-moduleL1 is restricted (see [13]). The proof of
Lemma4.1 is analogous to [18, Theorem 4.4.5 (2)] or [23, Theorem 5].

LEMMA 4.1.H .m; t/ is restricted if and only ift = 1.

Let A be a finite-dimensional superalgebra overF. Denote by AutA the (even)
automorphism group ofA . If ¦ ∈ AutA and D ∈ DerA , then D¦ := ¦D¦−1 is
again a superderivation ofA . It is easy to see that̃¦ : D → D¦ is an automorphism
of DerA . Suppose thatQ is a Lie subsuperalgebra of DerA . We call¦ ∈ AutA
admissibleto Q if ¦̃ .Q/ ⊂ Q. Put Aut.A : Q/ := {¦ ∈ AutA | ¦̃ .Q/ ⊂ Q}.
Then Aut.A : Q/ is a subgroup of AutA , and is referred to as theadmissible
automorphism groupofA (toQ). Obviously,8 : Aut.A : Q/ → AutQ, ¦ 7→ ¦̃ |Q
is a homomorphism of groups. In this section, we only deal with the restricted
odd Hamiltonian superalgebraH .m; 1/, and therefore adopt the conventionU :=
3.m;m; 1/,H :=H .m; 1/ andW := W.m;m; 1/.

The main result of this section is the following theorem.

THEOREM 4.2. Let 8 : Aut.U : H / → AutH , ¦ 7→ ¦̃ |H . Then8 is an
isomorphism of groups.

To prove it, we need the following lemmas. First we introduce some notation. Let
M2m.U / denote theF-algebra consisting of all 2m×2mmatrices overU , pr[0] and pr1
be the projections ofU ontoU[0] = F andU1, respectively. ForA = .ai j / ∈ M2m.U /,
set pr[0] A := .pr[0].ai j // and pr1 A := .pr1.ai j //.
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LEMMA 4.3. The following statements hold:

(i) Let A ∈ M2m.U /. ThenA is invertible if and only ifpr[0] A is invertible matrix
overF.

(ii) Suppose that{E1; : : : ; E2m} is a U -basis of W. Then {pr[−1].E1/; : : : ;

pr[−1].E2m/} is anF-basis ofW[−1], wherepr[−1] is the projection ofW ontoW[−1].
(iii) Suppose that� ∈ AutH and {Gi | i ∈ Y} ⊂ H is aU -basis ofW. Then

{�.Gi / | i ∈ Y} is also aU -basis ofW.

PROOF. (i) Clearly, A = pr[0] A + pr1 A. Since every element ofU1 is nilpotent, so
is every 2m × 2m matrix overU1. From these facts one may easily prove (i).

(ii) Suppose that.D1; : : : ; D2m/
T = A.E1; : : : ; E2m/

T; A ∈ M2m.U /. Then
.D1; : : : ; D2m/

T = .pr[0] A/.pr[−1].E1/; : : : ; pr[−1].E2m//
T. Since {D1; : : : ; D2m} is

anF-basis ofW[−1], so is{pr[−1].E1/; : : : ; pr[−1].E2m/}.
(iii) By Corollary 3.5, the natural filtration{Hi } is invariant under�. Thus�

induces canonically� ∈ GL.H =H0/. Denote byGi the image ofGi under the
canonical mapH → H =H0. Then{Gi | i ∈ Y} is anF-basis ofH =H0. Assume
that

.�.G1/; : : : ; �.G2m//
T = A.D1; : : : ; D2m/

T; A ∈ M2m.U /:

DecomposeA = pr[0] A + pr1 A. We obtain that

.�.G1/; : : : ; �.G2m//
T = .�.G1/; : : : ; �.G2m//

T = .pr[0] A/.D1; : : : ; D2m/
T:

This implies that pr[0] A is invertible. By (i), A is invertible and therefore{�.Gi / |
i ∈ Y} is aU -basis ofW.

LEMMA 4.4. Suppose that� ∈ AutH . Then there existyj ∈ U1 with deg.yj / =
¼. j / such that.�.Di //.yj / = Ži j + Ž j 1Ži 1 for i; j ∈ Y. In particular, the matrix
..�.Di //.yj //i; j ∈Y is invertible.

PROOF. Let j ∈ Y. By Lemma4.3(iii), {�.D1/; : : : ; �.D2m/} is aU -basis ofW.
Thus we may suppose that�.TH.x1xj // = ∑2m

l=1 ajl�.Dl /, whereajl ∈ U . From
Lemma4.3(ii), we see easily thatajl ∈ U1. Using (1), we obtain that

�.[Di ;TH.x1xj /]/ =
[
�.Di /;

2m∑
l=1

ajl�.Dl /

]
=

2m∑
l=1

.�.Di /.ajl //�.Dl /:(10)

On the other hand, by Lemma2.6(i), TH.x1xj / = xj D1′ +.−1/¼. j /x1Dj ′ and therefore,

�.[Di ;TH.x1xj /]/ = Ži j �.D1′/+ .−1/¼. j /Ži 1�.D j ′/:(11)
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Comparing (10) and (11), one gets�.Di /.aj 1′/ = Ži j + Ž j 1Ži 1. Put yj := aj 1′ for
j ∈ Y. We see that�.Di /.yj / = Ži j + Ž j 1Ži 1, yj ∈ U1 and deg.yj / = deg.aj 1′/ =
¼. j ′/+ ¼.1′/ = ¼. j /, as desired.

PROOF OF THEOREM 4.2. Let ¦ ∈ Aut.U : H /. Assume that¦̃ |H = 1|H .
We proceed by induction on|Þ| + |u| to show that¦.x.Þ/xu/ = x.Þ/xu. Note that
W[−1] =H[−1]. We obtain that

Dj xi = Ži j = ¦.Ži j / = ¦.D j xi / = D¦
j .¦ .xi // = D j .¦ .xi //; i; j ∈ Y:

This implies thatxi − ¦.xi / ∈ F. Since¦.U1/ ⊂ U1, it follows that ¦.xi / = xi ,
i ∈ Y. Suppose that|Þ| + |u| > 1. Then by induction hypothesis, we obtain

Di .¦ .x
.Þ/xu/− x.Þ/xu/ = ¦.Di .x

.Þ/xu//− Di .x
.Þ/xu/ = 0 for all i ∈ Y;

and therefore¦.x.Þ/xu/− x.Þ/xu ∈ F. Thus¦.x.Þ/xu/ = x.Þ/xu. Consequently,¦ = 1
and8 is injective.

We next prove that8 is surjective. Let� ∈ AutH . By Lemma4.4 there exists
yj ∈ U , with deg.yj / = ¼. j / such that.�.Di //.yj / = Ži j + Ž j 1Ži 1. Assume that
�.Di / = ∑2m

j =1 ai j D j ; ai j ∈ U . Then we have the matrix equation.�.Di /.yj // =
.ai j /.Di yj / and therefore,

.Ži j + Ž j 1Ži 1/ = .�.Di /.yj // = pr[0].�.Di /.yj // = pr[0].ci j / pr[0].Di yj /:

Thus pr[0].Di yj / is invertible. Define the endomorphism¦ of U such that

¦.xi / = yj for all i ∈ Y:(12)

Then¦ is even. We claim that¦ ∈ AutU . From (12) it is easy to see that¦ leaves
the natural filtration ofU invariant, that is,¦.Ui / ⊂ Ui for all i ≥ 0. Therefore,
it induces linear transformations¦i of Ui =Ui +1, i ≥ 0. Note that the matrix of¦1

relative toF-basis{x1 + U2; : : : ; x2m + U2} is just .pr[0].Di yj //. It follows that¦1 is
bijective. Proceeding by induction oni ≥ 1, one may prove that¦i is bijective. Now
our claim follows.

Note that ¦̃ .Di /.yj / = .¦Di¦
−1/.yj / = ¦.Di xj / = Ži j = �.Di /.yj / for all

i; j ∈ Y. Since{yj | j ∈ Y} generatesU , we conclude that̃¦.Di / = �.Di /, i ∈ Y.
By induction onk, we may prove that̃¦ |H[k] = �|H[k] , k ≥ −1, that is,¦̃ |H = �. The
proof is complete.

To prove the next theorem, we establish the following lemma.

LEMMA 4.5. The natural filtration ofU is invariant under automorphisms ofU .
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PROOF. Since DerU = W, we have AutU = Aut.U : W/. By [25, Theorem 1],
the natural filtration ofW is invariant under AutW. Note that¦̃ .aDi / = ¦.a/¦̃ ,
¦ ∈ AutU , a ∈ U , i ∈ Y, which implies the desired result.

Following [20], we introduce some notations. ForX = U orH , put

Aut∗ X = {¦ ∈ Aut X | ¦.X[ j ]/ ⊂ X[ j ]; j ∈ Z};
Auti X = {¦ ∈ Aut X | .¦ − 1/.X j / ⊂ Xi + j ; j ∈ Z}; i ≥ 0:

According to Lemma4.5 and Corollary3.5, the natural filtration ofX is invariant
under AutX. Thus Aut∗ X < Aut X and Auti X C Aut X, i ≥ 0. We call Aut0 X >

Aut1 X > Aut2 X > · · · the standard normal series of AutX.
Set Aut∗.U : H / = Aut∗U ∩ Aut.U : H / and Auti .U : H / = Auti U ∩

Aut.U : H /. We call Aut∗.U : H / the homogeneous admissible automorphism
group ofU , and Aut0.U : H / > Aut1.U : H / > · · · the standard normal series
of Aut.U :H /.

THEOREM4.6. Suppose that8 is defined as in Theorem4.2. Then

(i) 8.Auti .U :H // = Auti H , i ≥ 0;
(ii) 8.Aut∗.U :H // = Aut∗H ;
(iii) Aut 1H is a solvable normal subgroup ofAutH ;
(iv) AutH = Aut1H o Aut∗H .

PROOF. (i) We first prove the inclusion ‘⊂’. Let ¦ ∈ Auti .U : H /. Then
¦−1 ∈ Auti .U :H /. Fork ∈ N0 and f ∈ Uk, we may suppose that¦−1 f = f + f ′,
f ′ ∈ Ui +k, ¦.D j f / = Dj f + f ′′, f ′′ ∈ Ui +k−1. By Lemma4.5, ¦.D j f ′/ ∈ Ui +k−1.
Note that

¦̃ .D j /. f / = ¦D j¦
−1. f / = ¦D j . f + f ′/

= ¦.D j f + Dj f ′/ = D j f + f ′′ + ¦.D j f ′/:

We obtain that¦̃ .D j / f ≡ Dj f .modUi +k−1/. This implies that¦̃ .D j / ≡ D j

.mod Wi −1/, j ∈ Y. Notice that¦̃ .aDj / = ¦.a/¦̃ .D j /, j ∈ Y, a ∈ Ul . We
may obtain that̃¦.aDj / ≡ aDj .mod Wi +l−1/. Therefore¦̃ ∈ Auti W. Thus¦̃ ∈
Auti W ∩ AutH ⊂ Auti H , and8.Auti .U : W// ⊂ Auti W.

To prove the converse inclusion, suppose that' ∈ Auti H , i ≥ 0 and set
¦ := 8−1.'/. Given j ∈ Y, pick k ∈ Y \ j ′. By Lemma2.6 (i), TH.xk′ xj / =
.−1/¼.k

′/+¼.k′/¼. j /xj Dk + .−1/¼. j /xk′ Dj ′ . Then

.−1/¼.k
′/+¼.k′/¼. j /¦ .xj /.'Dk/+ .−1/¼. j /¦ .xk′/.'Dj ′/(13)

= '.TH.xk′ xj //

≡ .−1/¼.k
′/+¼.k′/¼. j /xj Dk + .−1/¼. j /xk′ Dj ′ .modHi /:
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Noticing that' ∈ Auti H andW[−1] =H[−1], we have

'.Dk/ = Dk + E1; '.Dj ′ / = D j ′ + E2; where E1; E2 ∈Hi −1:(14)

By Lemma4.5, it is easy to see that¦.xj /E1, ¦.xk′/E2 ∈ Wi . Thus we obtain from
(13) and (14),

.−1/¼.k
′/+¼.k′/¼. j /.¦ .xj /− xj /Dk + .−1/¼. j /.¦ .xk′/− xk′/D j ′ ≡ 0 .mod Wi /:

Sincek 6= j ′, we obtain¦.xj / ≡ xj .modUi +1/. Now using induction on|Þ| + |u|,
one may prove that¦.x.Þ/xu/ ≡ x.Þ/xu .modU|Þ|+|u|+i /. This means¦ ∈ Auti U

and therefore¦ ∈ Auti .U :H /. Hence8.Auti .U :H // ⊃ Auti H .
(ii) The proof is completely analogous to (i), therefore is omitted.
(iii) Using the invariance of the natural filtration (see Corollary3.5), one may

verify directly that[Auti H ;Aut j H ] ⊂ Auti + j H , i; j ≥ 0 (see [19, page 210]).
From this we see that the normal series Aut1H > Aut2H > · · · is abelian (that
is, Auti H =Auti +1H are abelian groups, for alli ≥ 1), and reaches 0. Therefore
Aut1H is solvable.

(iv) Let ' ∈ AutH . Then there exists'0; '1 ∈ HomF.H ;H / such that' = '0 +
'1 and'0.H[ j ]/ ⊂H[ j ], '1.H j / ⊂H j +1, j ≥ −1. As the filtration ofH is invariant
under AutH , we have'0 ∈ Aut∗H . Therefore,'−1

0 � = 1 + '−1
0 '1 ∈ Aut1H .

Hence (iv) holds.
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