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Abstract

A ½-graph system is a labeled Bratteli diagram with shift transformation. It is a generalization of finite
labeled graphs and presents a subshift. InDoc. Math. 7 (2002) 1–30, the author constructed aC∗-algebra
OL associated with a½-graph systemL from a graph theoretic view-point. If a½-graph system comes
from a finite labeled graph, the algebra becomes a Cuntz-Krieger algebra. In this paper, we prove that
there is a bijective correspondence between the lattice of all saturated hereditary subsets ofL and the
lattice of all ideals of the algebraOL, under a certain condition onL called (II). As a result, the class
of theC∗-algebras associated with½-graph systems under condition (II) is closed under quotients by its
ideals.

2000Mathematics subject classification: primary 46L35; secondary 46L05, 37B10.

1. Introduction

In [7], Cuntz and Krieger presented a class ofC∗-algebras associated with finite
square matrices with entries in{0; 1}. The C∗-algebras are calledCuntz-Krieger
algebras. They are simple if the matrices are irreducible with condition (I). Cuntz-
Krieger observed that theC∗-algebras have a close relationship to topological Markov
shifts ([7]). The topological Markov shifts form a subclass of subshifts. For a finite
set6, a subshift.3; ¦/ is a topological dynamical system defined by a closed shift-
invariant subset3 of the compact set6Z of all bi-infinite sequences of6 with shift
transformation¦ . In [21] (compare [25, 5]), the author generalized the class of the
Cuntz-Krieger algebras to a class ofC∗-algebras associated with subshifts. He also
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introduced several topological conjugacy invariants and presentations for subshifts by
using K-theory and algebraic structure of the associatedC∗-algebras with the subshifts
in [23]. For presentation of subshifts, notions of the½-graph system and symbolic
matrix system have been introduced ([23]). They are generalizations of the½-graph
(labeled graph) and the symbolic matrix for sofic subshifts to general subshifts.

We henceforth denote byZ+ the set of all nonnegative integers. Let6 be a finite
set that is called an alphabet. A½-graph systemL = .V; E; ½; �/ consists of a vertex
set V = ⋃

l∈Z+ Vl , an edge setE = ⋃
l∈Z+ El ;l+1, a labeling map½ : E → 6 and

a surjective map�.= �l ;l+1/ : Vl+1 → Vl for eachl ∈ Z+ with a certain compatible
condition, called the local property. Its matrix presentation.Ml ;l+1; Il ;l+1/, l ∈ Z+ is
called a symbolic matrix system, denoted by.M; I /. The½-graph systems give rise
to subshifts by gathering label sequences appearing in the labeled Bratteli diagrams of
the½-graph systems. Conversely, there is a canonical method to construct a½-graph
system from an arbitrary subshift [23]. It is called thecanonical½-graph systemfor
subshift3.

In [24], the author constructedC∗-algebras from½-graph systems and studied
their structure. LetL = .V; E; ½; �/ be a½-graph system over alphabet6. Let
{vl

1; : : : ; v
l
m.l /} be the set of the vertexVl . We henceforth assume that a½-graph sys-

temL is left-resolving, that is, there are no distinct edges with the same label and the
same terminal vertex. TheC∗-algebraOL is realized as a universal uniqueC∗-algebra
subject to certain operator relations among generating partial isometriesSÞ, corre-
sponding to the symbolsÞ ∈ 6 and projectionsEl

i corresponding to the vertices
vl

i ∈ Vl , i = 1; : : : ;m.l /, l ∈ Z+, encoded by the concatenation rule ofL. Irre-
ducibility and aperiodicity for finite directed graphs have been generalized to½-graph
systems in [24]. If L satisfies condition (I), a condition generalizing condition (I) for
finite square matrices defined by [7], and is irreducible, then theC∗-algebraOL is
simple. In particular, ifL is aperiodic, thenOL is simple and purely infinite ([24],
compare [27]).

In this paper, we investigate ideal structures of theC∗-algebrasOL. The discussions
are based on a line of Cuntz’s paper [6] in which the ideal structure of the Cuntz-Krieger
algebras were studied (compare [13]). We generalize condition (II) for finite directed
graphs, defined in [6], to½-graph systems. By considering saturated hereditary subsets
of L with respect to arrows of edges, we show the following theorem.

THEOREMA (Proposition3.5, Theorem3.6). Suppose thatL satisfies condition(II) .
There is a bijective correspondence between the lattice of all saturated hereditary
subsets ofL and the lattice of all ideals of the algebraOL. Furthermore, for any
idealI ofOL, the quotientC∗-algebraOL=I is isomorphic to theC∗-algebraOL\CI

associated with the½-graph systemL\CI , obtained by removing the corresponding
saturated hereditary subsetCI for I .
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COROLLARY B. In the ½-graph systems satisfying condition(II) , the class of the
C∗-algebras associated with½-graph systems is closed under quotients by ideals.

By CorollaryB, it is expected that rich examples of simple purely infinite nuclear
C∗-algebras of this class live outside Cuntz-Krieger algebras (compare [24, Theo-
rem 7.7], [16], [26] and [20]). We further study the structure of an ideal ofOL in
Section4. We prove that an ideal ofOL is stably isomorphic to theC∗-subalgebra
of OL associated with the corresponding saturated hereditary subset ofV (Theo-
rem4.3). As a result, the K-theory formulae for ideals ofOL are presented in terms
of the corresponding saturated hereditary subsets ofV (Theorem4.5).

If a ½-graph systemL comes from a finite directed graphG, the associatedC∗-
algebraOL becomes a Cuntz-Krieger algebraOAG for its adjacency matrixAG with
entries in{0; 1}. The results of this paper, TheoremA, Corollary B, Theorem4.3,
Theorem4.5, and Proposition4.6are generalizations of Cuntz’s result [6, Theorem 2.5]
for Cuntz-Krieger algebras. Other generalizations of Cuntz-Krieger algebras from
this graph point of view have been studied by [2, 10, 12, 15, 17, 18, 30, 34] and [35].
Related discussions forC∗-algebras generated by HilbertC∗-bimodules can be found
in [14].

2. Review of theC∗-algebras associated withλ-graph systems

Recall that a½-graph systemL = .V; E; ½; �/ over an alphabet6 is a directed
Bratteli diagram with vertex setV = ⋃

l∈Z+ Vl and edge setE = ⋃
l∈Z+ El ;l+1 that

is labeled with symbols in6 by ½ : E → 6, and that is supplied with surjective
maps�.= �l ;l+1/ : Vl+1 → Vl for l ∈ Z+. Here, both the vertex setsVl , l ∈ Z+
and the edge setsEl ;l+1, l ∈ Z+ are finite disjoint sets. An edgee in El ;l+1 has
its source vertexs.e/ in Vl and its terminal vertext .e/ in Vl+1 respectively. Every
vertex inV has a successor and every vertex inVl for l ∈ N has a predecessor. It is
required that there exists a bijective correspondence, which preserves labels, between
{e ∈ El ;l+1 | t .e/ = v; �.s.e// = u} and {e ∈ El−1;l | s.e/ = u; t .e/ = �.v/} for
all pairs of verticesu ∈ Vl−1 andv ∈ Vl+1. This property of the½-graph systems is
called thelocal property. We call an edgee ∈ El ;l+1 a½-edgeand a connecting finite
sequence of½-edges a½-path. Foru; v ∈ V , if �.v/ = u, we say that there exists an
�-edgefrom v to u. Similarly we use the term�-path. We denote by{vl

1; v
l
2; : : : ; v

l
m.l /}

the vertex setVl of V at levell . A finite labeled graph.G; ½/ over6 with underlying
finite directed graphG = .V; E/ and labeling map½ : E → 6 yields a½-graph
systemL.G;½/ by settingVl = V , El ;l+1 = E for l ∈ Z+ and � = id (compare [24,
Section 7]).

Let us now briefly review theC∗-algebraOL associated with the½-graph systemL,
which was originally constructed in [24] to be a groupoidC∗-algebra of a groupoid
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of a continuous graph obtained byL (compare [8, 9, 31]). The C∗-algebrasOL are
generalization of theC∗-algebras associated with subshifts. That is, if the½-graph
system is the canonical½-graph system for a subshift3, the constructedC∗-algebra
coincides with theC∗-algebraO3 associated with the subshift3 in [26] (compare
[5]).

Let L = .V; E; ½; �/ be a left-resolving½-graph system over6. We denote
by 3 the presented subshift3L by L. We denote by3k the set of admissible
words in3 of lengthk. We set3∗ = ⋃∞

k=03
k, where30 denotes the empty word.

Define the transition matricesAl ;l+1, Il ;l+1 of L by setting fori = 1; 2; : : : ;m.l /,
j = 1; 2; : : : ;m.l + 1/, Þ ∈ 6,

Al ;l+1.i; Þ; j / =
{

1 if s.e/ = vl
i ; ½.e/ = Þ; t .e/ = vl+1

j for somee ∈ El ;l+1;

0 otherwise,

Il ;l+1.i; j / =
{

1 if �l ;l+1.v
l+1
j / = vl

i ;

0 otherwise.

TheC∗-algebraOL is realized as the universal unitalC∗-algebra generated by partial
isometriesSÞ, Þ ∈ 6 and projectionsEl

i , i = 1; 2; : : : ;m.l /, l ∈ Z+ subject to the
following operator relations called.L/∑

Þ∈6
SÞS∗

Þ = 1;(2.1)

m.l /∑
i =1

El
i = 1; El

i =
m.l+1/∑

j =1

Il ;l+1.i; j /El+1
j ;(2.2)

SþS∗
þEl

i = El
i SþS∗

þ;(2.3)

S∗
þEl

i Sþ =
m.l+1/∑

j =1

Al ;l+1.i; þ; j /El+1
j ;(2.4)

for þ ∈ 6, i = 1; 2; : : : ;m.l /, l ∈ Z+. It is nuclear ([24, Proposition 5.6]). The
relations (2.1), (2.3) and (2.4) yield the relations

El
i =

∑
Þ∈6

m.l+1/∑
j =1

Al ;l+1.i; Þ; j /SÞEl+1
j S∗

Þ;(2.5)

for i = 1; 2; : : : ;m.l /, l ∈ Z+. For a word¼ = ¼1 · · ·¼k ∈ 3k, we setS¼ =
S¼1 · · · S¼k . Then the algebra of all finite linear combinations of the elements of the
form S¼El

i S∗
¹ , for ¼; ¹ ∈ 3∗, i = 1; : : : ;m.l /, l ∈ Z+, is a dense∗-subalgebra ofOL.

We define threeC∗-subalgebrasF l
k, .k ≤ l /, F∞

k andFL of OL. The first one,
F l

k, is generated byS¼El
i S∗
¹ , ¼; ¹ ∈ 3k, i = 1; : : : ;m.l /, the second one,F∞

k , is
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generated byF l
k, k ≤ l , l ∈ Z+, and the third one,FL, is generated byF∞

k , k ∈ Z+.
There exist two embeddings�l ;l+1 : F l

k ,→ F l+1
k , coming from the second relation

of (2.2) and½k;k+1 : F l
k ,→ F l+1

k+1, coming from (2.5). The latter embeddings induce
an embedding ofF∞

k into F∞
k+1 that we also denote by½k;k+1. Since the algebraF l

k is
finite dimensional, the embeddings�l ;l+1 : F l

k ,→ F l+1
k , l ∈ N yield the AF-algebra

F∞
k , and the embeddings½k;k+1 : F∞

k ,→ F∞
k+1, k ∈ N yield the AF-algebraFL.

For a vertexvl
i ∈ Vl , set

0+.vl
i / =

{
.Þ1; Þ2; : : : / ∈ 6N

∣∣∣∣∣
there exists an edgeen;n+1 ∈ En;n+1 for n ≥ l
such thatvl

i = s.el ;l+1/, t .en;n+1/ = s.en+1;n+2/,
½.en;n+1/ = Þn−l+1

}
;

the set of all label sequences inL starting atvl
i . We say thatL satisfies condition (I)

if for eachvl
i ∈ V , the set0+.vl

i / contains at least two distinct sequences. Under
condition (I), the algebraOL can be realized as the uniqueC∗-algebra subject to the
relations.L/. This means that if̂SÞ, Þ ∈ 6, and Êl

i , i = 1; : : : ;m.l /, l ∈ Z+, are
another family of nonzero partial isometries and nonzero projections satisfying the
relations.L/, then the mapSÞ → ŜÞ, El

i → Êl
i extends to an isomorphism fromOL

onto theC∗-algebraÔL generated bŷSÞ, Þ ∈ 6, and Êl
i , i = 1; : : : ;m.l /, l ∈ Z+

([24, Theorem 4.3]).
LetAL be theC∗-subalgebra ofOL generated by the projectionsEl

i , i = 1; 2; : : : ;
m.l /, l ∈ Z+. Let�L the projective limit of the system�l ;l+1 : Vl+1 → Vl , l ∈ Z+.
We endow�L with the projective limit topology so that it is a compact Hausdorff
space. An element of�L is called an�-orbit. By the universality of the algebraOL

the algebraAL is isomorphic to the commutativeC∗-algebraC.�L/ of all complex
valued continuous functions on�L. As a corollary of [24, Theorem 4.3], ifL satisfies
condition (I), for a nonzero idealI of OL, we haveI ∩ AL 6= {0}.

A ½-graph systemL is said to beirreducible if for a vertexv ∈ Vl and an�-orbit
x = .xi /i ∈Z+ ∈ �L, there exists a½-path starting atv and terminating atxl+N for some
N ∈ N. Define a positive operator½L onAL by ½L.X/ = ∑

Þ∈6 S∗
ÞX SÞ for X ∈ AL.

The operator½L onAL induces the embeddingF∞
k ⊂ F∞

k+1, k ∈ N so as to define the
AF-algebraFL = lim−→F∞

k . We say that½L is irreducible if there exists no non-trivial
ideal ofAL invariant under½L. ThenL is irreducible if and only if½L is irreducible.
If L is irreducible with condition (I), theC∗-algebraOL is simple ([24, Theorem 4.7],
compare [27]).

3. Hereditary subsets of the vertices and ideals

This section and the next section are the main parts of this paper. In what follows we
assume that a½-graph systemL = .V; E; ½; �/ over6 is left-resolving and satisfies
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condition (I). We mean by an ideal of aC∗-algebra a closed two-sided ideal. Recall
that the vertex setVl is denoted by{vl

1; : : : ; v
l
m.l /}.

For vl
i ∈ Vl andvl+1

j ∈ Vl+1, we writevl
i

�≥ vl+1
j if �l ;l+1.v

l+1
j / = vl

i . We also write
vl

i

½≥ vl+1
j if there exists an edgee ∈ El ;l+1 such thats.e/ = vl

i ; t .e/ = vl+1
j . For

vl
i ∈ Vl andvl+k

m ∈ Vl+k, we write vl
i

�≥ vl+k
m (respectivelyvl

i

½≥ vl+k
m ) if there exist

vl+1
i1
; : : : ; vl+k−1

i k−1
such that

vl
i

�≥ vl+1
i1

�≥ · · · �≥ vl+k−1
i k−1

�≥ vl+k
m

(
respectivelyvl

i

½≥ vl+1
i1

½≥ · · · ½≥ vl+k−1
i k−1

½≥ vl+k
m

)
:

A subsetC of V is said to be�-hereditary(respectively½-hereditary) if for vl
i ∈ C ∩ Vl

the conditionvl
i

�≥ vl+1
j (respectivelyvl

i

½≥ vl+1
j ) implies vl+1

j ∈ C. It is said to be
hereditary if C is both �-hereditaryand ½-hereditary. It is said to be�-saturated
(respectively½-saturated) if it contains every vertexvl

i ∈ C ∩ Vl for which vl
i

�≥ vl+1
j

(respectivelyvl
i

½≥ vl+1
j ) impliesvl+1

j ∈ C. If C is both�-saturatedand½-saturated, it
is said to besaturated.

DEFINITION. A ½-graph systemL′ = .V ′; E′; ½′; �′/ over6′ is said to be a½-graph
subsystemof L if it satisfies the following conditions:

∅ 6= V ′
l ⊂ Vl ; ∅ 6= E′

l ;l+1 ⊂ El ;l+1; for l ∈ Z+;

½|E′ = ½′; �|V ′ = �′; 6′ ⊂ 6;

and an edgee ∈ E belongs toE′ if and only if the both verticess.e/, t .e/ belong
to V ′. Hence a½-graph subsystem is determined by only its vertex set.

LEMMA 3.1. For a saturated hereditary subsetC ⊂ V , set

V \C = V\C;

E\C = {e ∈ E | s.e/; t .e/ ∈ V\C};
½\C = ½ |E\C ; �\C = � |V \C :

Then.V\C; E\C; ½\C; �\C/ is a½-graph subsystem over6 ofL.

PROOF. For a vertexu ∈ V \C
l , there exists a vertexw ∈ V \C

l+1 such that�.w/ = u,
becauseC is �-saturated. Similarly, there exist an edgee ∈ E\C

l ;l+1 and a vertexw′ ∈ V\C
l+1

such thats.e/ = u, t .e/ = w′, becauseC is ½-saturated. Letu; v be vertices with
u ∈ V \C

l ; v ∈ V\C
l+2. Putv′ = �.v/. AsC is �-hereditary, we have thatv′ belongs toV\C

l+1.
AsC is½-hereditary, if an edgee ∈ El ;l+1 satisfiest .e/ = v, one sees thats.e/ belongs
to V \C

l+1 and hencee belongs toE\C
l ;l+1. Therefore.V\C; E\C; ½\C; �\C/ inherits the local

property ofL. Thus.V \C; E\C; ½\C; �\C/ becomes a½-graph system.
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We denote byL\C the½-graph system.V \C; E\C; ½\C; �\C/ and call it the½-graph
subsystem ofL obtained by removingC. LetIC be the closed ideal ofOL generated
by the projectionsEl

i for vl
i ∈ C, that is,IC = OL{El

i | vl
i ∈ C}OL the closure of

OL{El
i | vl

i ∈ C}OL.

LEMMA 3.2. The set of all linear combinations of elements of the form

S¼El
i S∗
¹ ; for vl

i ∈ C; ¼; ¹ ∈ 3∗(3.1)

is dense inIC.

PROOF. Since the finite linear combinations of elements of the formS¾ Ep
f S∗

� for
|¾ |; |�| ≤ p, f = 1; : : : ;m.p/ is dense inOL, elements of the form

S¾ Ep
f S∗

�El
i S� Eq

g S∗
 ; for vl

i ∈ C; |¾ |; |�| ≤ p; |� |; | | ≤ q

span the idealIC. PutT = S¾ Ep
f S∗

� El
i S� Eq

g S∗
 and assumeT 6= 0. The equality

S∗
� El

i S� =
m.l+|�|/∑

j =1

Al ;l+|�|.i; �; j /El+|�|
j

holds, whereAl ;l+|�|.i; �; j / = 1, if there exists a½-path fromvl
i to vl+|�|

j with label�,
otherwiseAl ;l+|�|.i; �; j / = 0. The vertexvl+|�|

j belongs toC if Al ;l+|�|.i; �; j / = 1,
becausevl

i ∈ C andC is ½-hereditary. AsT = S¾ Ep
f S∗

� El
i S�S∗

�S� Eq
g S∗

 and we may
assume thatl is large enough,T is assumed to be of the formT = S¾ El

i S∗
�S� Eq

g S∗
 for

vl
i ∈ C. As T 6= 0, the elementEl

i S∗
�S� is either of the formEl

i S¹ , or El
i S∗
¹ for some

word ¹. In the former case, we haveT = S¾S¹S∗
¹ El

i S¹Eq
g S∗

 . SinceS∗
¹ El

i S¹ is a finite

linear combination ofEl+|¹|
j for vl+|¹|

j ∈ C andl is large enough,T is a finite linear
combinations of elements of the form (3.1), becauseC is ½-hereditary. In the latter
case, we haveT = S¾ El

i S∗
¹ Eq

g S¹S∗
¹ S∗

 . SinceS∗
¹ Eq

g S¹ is a finite linear combinations of

Eq+|¹|
j for vq+|¹|

j ∈ Vq+|¹| andl is large enough, we haveT = S¾ El
i S∗
 ¹ . Hence we get

the desired assertion.

LEMMA 3.3. If El
i belongs to the idealIC, the vertexvl

i belongs to the setC.

PROOF. For k ≤ l , set
Ek;l =

∑
¼; j

|¼|=k;vl
j ∈C

S¼El
j S

∗
¼

belonging toIC. For an operatorT = S¾ El
i S∗
� with vl

i ∈ C, it follows that T Ek;l =
Ek;l T = T for large enoughk, l . Lemma3.2says that{Ek;l }k;l is an approximate unit
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for IC. Suppose that a vertexvL
J ∈ V does not belong toC. It suffices to show that

the equality

‖EL
J Ek;l − EL

J ‖ = 1(3.2)

holds for all large enoughk, l . We fix k ≤ l large enough. We may assume that
EL

J Ek;l 6= 0 andL + k ≤ l . There exists an admissible word¼ of lengthk such that
S∗
¼EL

J S¼El
j 6= 0 and henceS∗

¼EL
J S¼ ≥ El

j . On the other hand,C is saturated, so we
may find a½-path³ in EL ;L+k whose source vertexs.³/ is vL

J , and an�-path from the
terminal vertext .³/ of ³ to a vertexvl

p that does not belong toC. We set = ½.³/

the label of³ so thatS∗
 EL

J S ≥ El
p. It then follows that

EL
J ≥ S¼S∗

¼EL
J S¼S∗

¼ + S S∗
 EL

J S S∗
 ≥ S¼El

j S
∗
¼ + S El

pS∗
 :

Since
∑

|¹|=k;vl
j ∈C S¹El

j S
∗
¹ is orthogonal toS El

pS∗
 , one obtains that

EL
J Ek;l − EL

J ≥ S El
pS∗



so that (3.2) holds.

LEMMA 3.4. For any nonzero closed idealI of theC∗-algebraOL, put

CI = {vl
i ∈ V | El

i ∈ I}:
ThenCI is a nonempty saturated hereditary subset ofV .

PROOF. SinceL satisfies condition (I), the setCI is nonempty because of the
uniqueness of the algebraOL. Takevl

i ∈ CI . Suppose thatvl+1
j satisfiesvl

i

�≥ vl+1
j .

The inequalityEl
i ≥ El+1

j assuresEl+1
j ∈ I . Suppose nextvl

i

½≥ vl+1
j . There exists a

symbolÞ ∈ 6 such thatAl ;l+1.i; Þ; j / = 1. By (2.4), we haveS∗
ÞEl

i SÞ ≥ El+1
j so that

El+1
j ∈ I . HenceCI is hereditary. Forvl

i , suppose thatvl
i

�≥ vl+1
j impliesvl+1

j ∈ CI .
This means thatIl ;l+1.i; j / = 1 implies El+1

j ∈ I . By the second equality of (2.2),
we seeEl

i ∈ I . Suppose next thatvl
i

½≥ vl+1
j implies vl+1

j ∈ CI . This means that
Al ;l+1.i; Þ; j / = 1 impliesEl+1

j ∈ I . By (2.4), we haveS∗
ÞEl

i SÞ ∈ I for all Þ ∈ 6, so
that El

i = ∑
Þ∈6 SÞS∗

ÞEl
i SÞS∗

Þ belongs toI . ThusI is saturated.

PROPOSITION3.5. LetL = .V; E; ½; �/ be a½-graph system satisfying condition(I).
Let C be a saturated hereditary subset ofV . A vertexvl

i belongs toC if and only if
El

i belongs toIC. Hence there exists a bijective correspondence between the set of all
saturated hereditary subsets ofV and the set of all ideals inOL.

PROOF. Let C be a saturated hereditary subset ofV . For a vertexvl
i ∈ V , we have

vl
i ∈ C if and only if El

i ∈ IC by Lemma3.3. For an idealI of OL, we haveEl
i ∈ I

if and only if vl
i ∈ CI by definition ofCI . Hence we conclude the assertions.
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DEFINITION. A ½-graph systemL satisfiescondition (II) if for every saturated
hereditary subsetC ⊂ V , the½-graph systemL\C satisfies condition (I).

Let A be ann × n square matrix with entries in{0; 1}. ThenA satisfies condition
(II) in the sense of Cuntz [6] if and only if the natural½-graph systemL3A constructed
from A satisfies condition (II) in the above sense (compare Section5).

THEOREM 3.6. Suppose that a½-graph systemL satisfies condition(II) . For an
idealI ofOL, the quotientC∗-algebraOL=I is isomorphic to theC∗-algebraOL\CI

associated with the½-graph systemL\CI obtained fromL by removing the saturated
hereditary subsetCI for I .

PROOF. We denote bySSÞ, SEl
i the quotient images ofSÞ , El

i in the quotientC∗-algebra
OL=I respectively. LetsÞ, el

i be the canonical generating partial isometries forÞ ∈ 6
and the projections corresponding to the verticesvl

i of V \CI in OL\CI . Since we have
SEl

i 6= 0 if and only ifvl
i ∈ V \CI , the relations

SS∗
Þ
SEl

i
SSÞ =

m.l+1/∑
k=1

Al ;l+1.i; Þ; k/SEl+1
k ; for Þ ∈ 6

hold. By the uniqueness of the algebrasOL and OL\CI , subject to the operator
relations, the correspondenceSSÞ ↔ sÞ, SEl

i ↔ el
i for Þ ∈ 6, vl

i ∈ V\CI extends to an
isomorphism betweenOL=I andOL\CI .

COROLLARY 3.7. In the½-graph sytems satisfying condition(II) , the class of the
C∗-algebras associated with½-graph systems is closed under quotients by its ideals.

We say a closed idealJ of AL to besaturatedif ½L.El
i / ∈ J implies El

i ∈ J . We
are assuming that a½-graph systemL satisfies condition (I).

LEMMA 3.8. For an ideal I of OL, setJ = I ∩ AL. ThenJ is a nonzero
½L-invariant saturated ideal ofAL.

PROOF. It suffices to show thatJ is saturated. Suppose that½L.El
i / ∈ J . We

seeS∗
ÞEl

i SÞ belongs toJ for eachÞ ∈ 6. HenceEl
i = ∑

Þ∈6 SÞS∗
ÞEl

i SÞS∗
Þ belongs

toJ .

LEMMA 3.9. There exists a bijective correspondence between the set of½L -invariant
closed saturated ideals ofAL and the set of saturated hereditary subsets ofV .

PROOF. Let J be a½L-invariant saturated ideal ofAL. PutCJ = {vl
i ∈ V | El

i ∈
J }. AsJ is ½L-invariant, we have

∑
Þ∈6 S∗

ÞEl
i SÞ belongs toJ for vl

i ∈ CJ . Hence
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Al ;l+1.i; Þ; j / = 1 implies El+1
j ∈ J . This means thatCJ is ½-hereditary. Suppose

that Al ;l+1.i; Þ; j / = 1 impliesvl+1
j ∈ CJ . It follows that½L.El

i / ∈ J and hence
vl

i ∈ CJ , becauseJ is saturated. By the second equality of (2.2), we know thatCJ
is �-hereditary and�-saturated.

For a saturated hereditary subsetC of V , let IC be the ideal ofOL generated by
El

i for vl
i ∈ C. PutJC = IC ∩ AL. By Proposition3.5, a vertexvl

i belongs toC if
and only if El

i belongs toJC. It is easy to see thatJC is ½L-invariant becauseC is
½-hereditary, andJC is saturated becauseC is ½-saturated.

We remark thatL is irreducible if and only if there is no nontrivial½L-invariant
ideal ofAL. The latter property is also equivalent to the condition that there is no
proper hereditary and�-saturated subset ofV . Thus we see the following theorem.

THEOREM3.10. Consider the following six conditions.

(i) OL is simple.
(ii) There is no nontrivial½L-invariant saturated ideal ofAL.
(iii) There is no proper saturated hereditary subset ofV .
(iv) L is irreducible.
(v) There is no nontrivial½L-invariant ideal ofAL.

(vi) There is no proper hereditary and�-saturated subset ofV .

Conditions(i)–(iii) are equivalent to each other, and also conditions(iv)–(vi) are
equivalent to each other. The latter conditions imply the former conditions.

PROOF. As nontrivial ideals ofOL bijectively correspond to saturated hereditary
subsets ofV , the first three conditions are equivalent each other. It suffices to show
that (iv) is equivalent to (vi). Assume thatL is irreducible. LetC be a nonempty
hereditary and�-saturated subset ofV . Take a vertexvl

i ∈ C. LetUN.v
l
i / be the set of

�-orbitsu = .un/n∈Z+ ∈ �L such that there exists a½-path of lengthN from vl
i to the

vertexul+N. SinceL is irreducible, we have�L = ⋃∞
N=0 UN.v

l
i /. Hence there exist

N1; N2; : : : ; Nn such that�L = ⋃n
j =1 UNj .v

l
i /, becauseUN.v

l
i / is open in�L. We

may assume that 0≤ N1 ≤ N2 ≤ · · · ≤ Nn. We putNn = L. For a vertexw ∈ Vl+L ,
find an�-orbit x = .xn/n∈Z+ ∈ �L such thatxl+L = w. TakeNk such thatx ∈ UNk.v

l
i /.

SinceC is ½-hereditary and�-hereditary, we seexl+Nk ∈ C and hencew ∈ C. This
implies Vl+N ⊂ C. Now C is �-saturated, so we conclude thatV = C. Therefore we
get the implication from (iv) to (vi).

Suppose thatL is not irreducible. There exists an�-orbit u = .un/n∈Z+ ∈ �L and
a vertexvl

i such thatu does not belong to∪∞
N=0UN.v

l
i /. Let V N.vl

i / be the set of all
verticesw in Vl+N that are terminal vertices of½-edges whose source vertices arevl

i .
PutV.vl

i / = ∪∞
N=0V N.vl

i / and

W.vl
i / = {

w ∈ V | v �≥ w for some vertexv ∈ V.v l
i /

} ∪ V.vl
i /:
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By the local property of the½-graph system, the setW.vl
i / is ½-hereditary and the

verticesun do not belong toW.vl
i / for all n ∈ Z+. It is by definition thatW.vl

i /

is �-hereditary. LetC be the saturation ofW.vl
i / with respect to

�≥. As W.vl
i / is

½-hereditary,C is so from the local property of½-graph system. It is obvious thatC
is �-hereditary. We obtain a proper hereditary and�-saturated subsetC of V .

4. Structure of ideals

In this section, we prove that an ideal ofOL is stably isomorphic to theC∗-
subalgebra ofOL associated with the corresponding saturated hereditary subset ofV .
As a result, we can present the K-theory formulae for ideals ofOL in terms of the
corresponding saturated hereditary subsets ofV . The notation is as in the previous
sections. For a saturated hereditary subsetC of V , put forvl

i ∈ C

3C.vl
i / =

{
¼ ∈ 3∗

∣∣∣∣ there exists a½-path ³ such that½.³/ = ¼,
s.³/ ∈ C, t .³/ = vl

i

}
;

wheres.³/ andt .³/ are the source vertex and the terminal vertex of³ respectively.
We denote byOL.C/ the C∗-subalgebra ofOL generated by elements of the form
S¼El

i S∗
¹ , for ¼; ¹ ∈ 3C.vl

i /, v
l
i ∈ C.

LEMMA 4.1. The set of all finite linear combinations of elements of the formS¼El
i S∗
¹ ,

for ¼; ¹ ∈ 3C.vl
i /, v

l
i ∈ C, is a dense∗-subalgebra ofOL.C/.

PROOF. Forvl
i ; v

k
j ∈ C, ¼; ¹ ∈ 3C.vl

i /, ¾; � ∈ 3C.vk
j /, suppose that

S¼El
i S∗
¹ S¾ Ek

j S∗
� 6= 0:

We may assume|¹| > |¾ |. We then have¹ = ¾¹ ′ for some¹ ′, so that

S¼El
i S∗
¹ S¾ Ek

j S∗
� = S¼El

i S∗
¹′ Ek

j S¹′ S∗
�¹′ :

If |¹ ′| + k ≤ l , we have thatEl
i S∗
¹′ Ek

j S¹′ = El
i . If |¹ ′| + k ≥ l , we see thatEl

i S∗
¹′ Ek

j S¹′

is a finite sum of projectionsE|¹′ |+k
h with v|¹′ |+k

h ∈ C. In both cases,S¼El
i S∗
¹ S¾ Ek

j S∗
� is

a finite linear combination ofS� Em
h S∗

Ž with �; Ž ∈ 3C.vm
h /, v

m
h ∈ C.

We prove that the idealIC of OL is stably isomorphic to theC∗-algebraOL.C/
under some condition. PutPl = ∑

i;vl
i ∈C El

i for l ∈ N. It belongs to the algebra
OL.C/ and satisfiesPl ≤ Pl+1. We see then a sequence of natural embeddings
PlOLPl ⊂ Pl+1OLPl+1 ⊂ · · · :

PROPOSITION4.2. OL.C/ = lim l→∞ PlOLPl .
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PROOF. We first prove the inclusion relationOL.C/ ⊂ lim l→∞ PlOLPl . Forvl
i ∈ C

and¼ ∈ 3C.vl
i /, take a½-path³ such thats.³/ ∈ C, t .³/ = v l

i , and½.³/ = ¼.
We puts.³/ = v

l1
j1. The projectionEl1

j1 satisfies the inequalityS∗
¼El1

j1 S¼ ≥ El
i so that

El1
j1 S¼El

i = S¼El
i . AsL is left-resolving, we know thatS∗

¼El1
k1

S¼El
i = 0 for k1 6= j1. It

then follows thatPl1 S¼El
i = S¼El

i . Symmetrically we have thatEl
i S∗
¹ Pl2 = El

i S∗
¹ for

somel2. Hence we see thatPl1 S¼El
i S∗
¹ Pl2 = S¼El

i S∗
¹ . Thus we have proved that for

vl
i ∈ C and¼; ¹ ∈ 3C.vl

i /, there existsM ∈ N such thatPmS¼El
i S∗
¹ Pm = S¼El

i S∗
¹ for

all m ≥ M . This implies the inclusion relationOL.C/ ⊂ lim l→∞ PlOLPl .
For vl

i ∈ V , ¼; ¹ ∈ 3∗, and vl1
j1; v

l2
j2 ∈ C, we next prove that the element

El1
j1 S¼El

i S∗
¹ El2

j2 belongs to the algebraOL.C/. We may assume thatl is large enough
because of the second relation of (2.2). AssumeS∗

¼El1
j1 S¼El

i S∗
¹ El2

j2 S¹ 6= 0 so that
S∗
¼El1

j1 S¼ ≥ El
i . Hence there exists a½-path whose source isvl1

j1 and terminal is
connected tovl

i by an�-path. By the local property of the½-graph system, we may
find a ½-path³ in E such that½.³/ = ¼, t .³/ = vl

i and an�-path that connects
betweens.³/ andvl1

j1. Sincevl1
j1 belongs toC andC is hereditary, we see thatvl

i ∈ C
and¼ belongs to3C.vl

i /. Symmetrically one sees that¹ belongs to3C.vl
i / from the

inequalityS∗
¹ El2

j2 S¹ ≥ El
i . Hence we haveEl1

j1 S¼El
i S∗
¹ El2

j2 = S¼El
i S∗
¹ and it belongs to

the algebraOL.C/. Thus we have liml→∞ PlOLPl ⊂ OL.C/.

THEOREM4.3. The idealIC is stably isomorphic to the algebraOL.C/.

PROOF. Let Xl = OLPl for l ∈ N. ThenXl has a Hilbert leftOLPlOL-module and
a Hilbert right PlOLPl -module structure in a natural way. Its leftOLPlOL-valued
inner product and rightPlOLPl -valued inner product are given by

〈a Pl ; bPl 〉L = a Pl b
∗; 〈a Pl ; bPl 〉R = Pl a

∗bPl ;

for a; b ∈ OL respectively. Hence the norms onXl coming from their respect inner
products coincide with the norm on theC∗-algebraOL. As Pl ≤ Pl+1, we have a
natural embeddingXl ,→ Xl+1. Let XC be the closure of

⋃∞
l=1 Xl in the norm of

OL, that is regarded as the inductive limit of the inclusionsXl ,→ Xl+1, l ∈ N.
The idealIC and the algebraOL.C/ are the inductive limits liml→∞ OLPlOL and
lim l→∞ PlOLPl respectively. We then see that the subspaceXC of OL has an induced
left IC-valued inner product and rightOL.C/-valued inner product such as

〈¾; �〉L = ¾�∗ ∈ IC; 〈¾; �〉R = ¾ ∗� ∈ OL.C/;

for ¾; � ∈ XC respectively. It also has a natural leftIC-module and rightOL.C/-
module structures respectively. It is easy to see that both the linear spans of〈¾; �〉L ,
for ¾; � ∈ XC, and〈¾; �〉R, for ¾; � ∈ XC, are dense inIC andOL.C/ respectively.
HenceXC is a full Hilbert leftIC-module, and a full Hilbert rightOL.C/-module such
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that 〈¾; �〉L� = ¾ 〈�; � 〉R, for ¾; �; � ∈ XC. This means thatXC is anIC − OL.C/
imprimitivity bimodule, so thatIC andOL.C/ are Morita equivalent ([32]). By [4],
they are stably isomorphic to each other.

By using the above result, we next compute the K-theory of the idealIC. The
subalgebraOL.C/ is invariant globally under the gauge actionÞL on OL. We
still denote byÞL the restriction ofÞL to OL.C/. We denote byFL.C/ the C∗-
subalgebra ofOL.C/ generated byS¼El

i S∗
¹ , ¼; ¹ ∈ 3C.vl

i /, |¼| = |¹|, vl
i ∈ C. That

is, FL.C/ = FL ∩ IC. It is direct to see that the fixed point algebraOL.C/ÞL of
OL.C/ underÞL is the algebraFL.C/. A similar discussion to [22] (compare [24])
assures that the crossed productOL.C/oÞL T is stably isomorphic toFL.C/. We can
show the following result.

LEMMA 4.4 (compare [24, Lemma 7.5], [22, Lemma 4.3]).

(i) K0.OL.C// ∼= K0.OL.C/oÞL T/=.id − Þ̂L
−1
∗ /K0.OL.C/oÞL T/.

(ii) K1.OL.C// ∼= Ker.id − Þ̂L
−1
∗ / on K0.OL.C/oÞL T/,

whereÞ̂L is the dual action ofÞL.

Let F l
k.C/ be theC∗-subalgebra ofFL.C/ generated byS¼El

i S∗
¹ , ¼; ¹ ∈ 3C.vl

i /,
|¼| = |¹| = k, vl

i ∈ C ∩ Vl andF∞
k .C/ the C∗-subalgebra ofFL.C/ generated by

F l
k.C/, k ≤ l ∈ N. Hence we see that

F l
k.C/ = F l

k ∩ OL.C/; F∞
k .C/ = F∞

k ∩ OL.C/:

The embeddings of�l ;l+1 : F l
k ,→ F l+1

k and½k;k+1 : F∞
k ,→ F∞

k+1 of the original
AF-algebraFL, are inherited in the algebrasF l

k.C/, F∞
k .C/, FL.C/, so thatFL.C/

is an AF-algebra. LetmC.l / be the cardinal number of the vertex setC ∩ Vl . We put
C ∩ Vl = {ul

1; ul
2; : : : ; ul

mC.l /
}. Define the following matrices:

A.C/l ;l+1.i; Þ; j / =
{

1 if s.e/ = ul
i ; ½.e/ = Þ; t .e/ = ul+1

j for somee ∈ El ;l+1

0 otherwise,

I .C/l ;l+1.i; j / =
{

1 if �l ;l+1.u
l+1
j / = ul

i

0 otherwise,

A.C/l ;l+1.i; j / =
∑
Þ∈6

A.C/l ;l+1.i; Þ; j /;

for i = 1; 2; : : : ;mC.l /, j = 1; 2; : : : ;mC.l + 1/. Let

D.C/l ;l+1 = I .C/t
l ;l+1 − A.C/t

l ;l+1 : ZmC.l / → ZmC.l+1/; l ∈ Z+:
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As I .C/tl+1;l+2A.C/t
l ;l+1 = A.C/t

l+1;l+2I .C/t
l ;l+1, the matrixI .C/t

l+1;l+2 induces a ho-
momorphism fromZmC.l+1/=D.C/l ;l+1ZmC.l / to ZmC.l+2/=D.C/l+1;l+2ZmC.l+1/ that is de-
noted byI .C/

t

l+1;l+2. Thanks to Theorem4.3, we can present the K-theory formulae
for ideals ofOL.

THEOREM 4.5. Let L be a½-graph system satisfying condition(II) . Let I be an
ideal ofOL andC its corresponding saturated hereditary subset of the vertex set ofL.
Then we have

K0.I/ ∼= lim−→
l

{
ZmC.l+1/=D.C/tl ;l+1Z

mC.l /; I .C/
t

l+1;l+2

}
;

K1.I/ ∼= lim−→
l

{
KerD.C/l ;l+1 in ZmC.l /; I .C/t

l ;l+1

}
:

Although theC∗-algebraOL is not necessarily defined by a½-graph system, in the
case whenC has abounded upper bound, it is given by a½-graph system. Let

V �
C = C ∪ {v ∈ V | there existsu0 ∈ C such that�m.u0/ = v for somem ∈ N}:

A saturated hereditary subsetC of V is said to have abounded upper boundif the
cardinality of the setV �

C\C is finite. It is equivalent to the condition that there exists
L ∈ N such thatVn ∩ V �

C = Vn ∩ C for all n ≥ L. We will assume thatC has a
bounded upper bound. TakeL ∈ N as above. Define forl ∈ Z+

VC
l = C ∩ Vl+L;

EC
l ;l+1 = {

e ∈ El+L ;l+L+1 | s.e/ ∈ VC
l ; t .e/ ∈ VC

l+1

}
;

½C = ½ |EC ; �Cl ;l+1 = � |V C
l ;l+1

:

SinceV �
C ∩Vl+L = C∩Vl+L , one sees that�.u/ ∈ VC

l for u ∈ VC
l+1. It is straightforward

to see that.VC
l ; EC

l ;l+1; ½
C; �Cl ;l+1/l∈Z+ yields a½-graph system, denoted byLC. We note

thatC has a bounded upper bound if and only if there existsL ∈ N such thatPl = PL

for all l ≥ L.

PROPOSITION4.6. LetL be a½-graph system satisfying condition(II) . If a saturated
hereditary subsetC ofV has a bounded upper bound, the algebraOL.C/ is isomorphic
to theC∗-algebraOLC associated with the½-graph systemLC. Hence the idealIC is
stably isomorphic to theC∗-algebraOLC .

PROOF. TakeL ∈ N such thatVn ∩ V �
C = Vn ∩ C for all n ≥ L. As Pl = PL for all

l ≥ L, one hasOL.C/ = PLOLPL by Proposition4.2. Let L.L/ = .V .L/; E.L/;

½.L/; �.L// be theL-shift ½-graph system ofL defined by

V .L/
l = Vl+L; E.L/

l ;l+1 = El+L ;l+L+1; ½.L/ = ½|E.L/ ; �
.L/
l ;l+1 = �l+L ;l+L+1
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for l ∈ Z+. By [28, Proposition 2.3], the algebraOL coincides with the the algebra
OL.L/ . It is direct to see thatPLOL.L/ PL is isomorphic toOLC . HenceOL.C/ is
isomorphic toOLC .

5. Examples

Let G = .V; E/ be a finite directed graph with finite vertex setV and finite edge
set E. Let G = .G; ½/ be a labeled graph over an alphabet6 defined byG and a
labeling map½ : E → 6. Suppose that it is left-resolving and predecessor-separated
(see [19]). Let AG be the adjacency matrix ofG that is defined by

AG.e; f / =
{

1 if t .e/ = s.e/;

0 otherwise,

for e; f ∈ E. The matrix AG defines a shift of finite type by regarding the edge
set E as its alphabet. Since the matrixAG has entries in{0; 1}, we have the Cuntz-
Krieger algebraOAG defined byAG ([7] compare [18, 33]). By putting VG

l = V ,
EG

l ;l+1 = E for l ∈ Z+, and½G = ½; �G = id, we have a½-graph systemLG =
.VG; EG; ½G; �G/: The C∗-algebraOLG is isomorphic to the Cuntz-Krieger algebra
OAG ([24, Proposition 7.1]).

Let us consider the following labeled graph. The vertex setV is {v1; v2; v3}. The
edges labeledÞ are fromv2 to v3 and fromv3 to v2 and a self-loop atv1. The edges
labeledþ are self-loops atv1 and atv3. The edge labeled is from v1 to v2. The
resulting labeled graph is denoted byG. The½-graph systemLG is left-resolving and
satisfies condition (II). InLG, let C be the vertex set corresponding to{v2; v3}. It
is saturated hereditary. The½-graph subsystemL\C

G of LG obtained by removingC
consists of one�-orbit of the vertex{v1} with two self-loops labeledÞ andþ. Hence
we have

OLG
∼= O[ 2 1 0

0 0 1
0 1 1

]; OLG=IC ∼= O
L

\C
G

∼= O2; IC ⊗ K ∼= O[
1 1
1 0

] ⊗ K:

The second example is the canonical½-graph system for the Dyck shiftD2, that is
not a sofic subshift. The subshift comes from automata theory and language theory
(compare [1, 11]). Its alphabet6 consists of two kinds of four brackets:.; /, and
[; ]. The forbidden words consist of words that do not obey the standard bracket rules.
LetLD2 be the canonical½-graph system forD2. In [29], the K-groups of the symbolic
matrix system forLD2 have been computed. They are the K-groups for the associated
C∗-algebraOLD2 , so that we seeK0.OLD2 / ∼= Z∞, andK1.OLD2 / ∼= 0, whereZ∞ is
the countable infinite sum of the groupZ. TheC∗-algebraOLD2 has a proper ideal.
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The½-graph systemLD2 satisfies condition (II). LetLCh.D2/ be the½-graph subsystem
of LD2, called the Cantor horizon½-graph system ofD2 (see [16] for details). Then
LCh.D2/ is aperiodic and a minimal irreducible component ofLD2. Hence the associated
algebraOLCh.D2/ is a simple purely infiniteC∗-algebra realized as a quotient ofOLD2 by
an ideal corresponding to a saturated hereditary subset ofLD2. In [16], its K-groups
have been computed to beK0.OLCh.D2/ / ∼= Z=2Z ⊕ C.C;Z/, and K1.OLCh.D2/ / ∼= 0,
whereC.C;Z/ denotes the abelian group of allZ-valued continuous functions on a
Cantor discontinuumC. As LCh.D2/ is predecessor-separated, the algebraOLCh.D2/ is
generated by only the four partial isometriesSÞ, Þ = .; /; [; ] corresponding to the
brackets.; /; [; ]. HenceOLCh.D2/ is finitely generated, but itsK0-group is not finitely
generated. This means that the algebraOLCh.D2/ is simple and purely infinite, but not
semi-projective (compare [3]). Full details and its generalizations are seen in [16]
and [20].
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